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Problem solving is essential for humans to survive
in a world that is full of surprises and challenges.
Let us start with an example. Imagine the legendary
situation on April 11, 1970, when the commander
of the “Apollo 13” moon mission, James Lovell,
told the people on the ground, »Houston, we’ve
had a problem!« One of the oxygen tanks had ex-
ploded and brought the mission close to a catastro-
phe. Through a lot of creative measures (we would
call them problem-solving activities), finally a safe
re-entry to earth atmosphere was possible. A similar
situation happened decades later, at the launch of the
space shuttle “Discovery” on July 26, 2005. Film
footage from more than 100 surveillance cameras
showed that several tiles had fallen off the insula-
tion of the outer tank of the rocket shortly after
the launch. These tiles protect the space shuttle
from overheating when re-entering the atmosphere.
Fortunately, the damage could be fixed by repair
carried out for the first time in space and thus the
life-threatening situation could be averted (in our
terms: the problem could be solved). Our other
example does not have such a happy ending and
shows just how existential problem solving can be:
on February 1, 2003, similar damage to the rocket
insulation had caused the “Columbia” to explode
and the 7 crew members were killed while millions
of people watched the deadly launch live on TV.

Of course, problems like these are far from com-

monplace. But life-threatening situations in space
shuttles show what it means to have a problem in a
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spectacular way: to be pursuing a goal (in this case,
to complete the mission and return to earth alive
again) and suddenly not know if and how this goal
can be achieved because there is an obstacle or a
barrier.

Problem solving is one of the highest forms of
mental activity we know. The problem solutions
resulting from this activity have contributed signifi-
cantly to the success (and thus survival) of the hu-
man species, not only on the individual level, but
also on a cultural level (e.g., in the form of speak-
ing, writing, and numbering). To this day we know
of no other creature besides humans on this planet
who shape their lives in a comparable way through
planned action and problem solving. However, this
is no cause for unrestrained optimism in unlimited
progress. These human capabilities also harbor the
greatest destructive potential that has ever been ob-
served in a species.

This chapter presents important concepts and re-
sults from the field of problem-solving research. The
two parts of the term problem solving suggest start-
ing with the problem part (differentiations that have
to be made regarding the types of problems - not
all problems exhibit the same characteristics) and
then moving on to the solving part (which consists
of different phases and has a temporal characteris-
tics). Different theories will be described, together
with an overview of methods as to how to analyze
problem solving activities. Finally, the main aspects
of this chapter will be summarized.
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9.1 The Problem Part: What
Constitutes a Problem?

Problems are normally embedded in certain domains.
A domain can be as exotic as “space shuttle” or as
normal as “playing cards” or “driving a car”. In
each domain, a given situation can be described as
a state that can be changed by means of operators
(tools). For example, the current state of my chess-
board can be changed by using one of the possible
regular moves (the operators) that brings me closer
to my goal of a win (goal state). Sometimes there
are barriers on the way from a starting point to the
goal state. So, if a person wants to reach a certain
goal state in a given domain and does not know how
to reach it or how to overcome a barrier, this person
has a problem.

The important parts of a problem can be identi-
fied as follows: the actor wants to reach a goal in a
specific domain, there are different states, changes
between states are possible with the help of opera-
tors, barriers on the way from a given to a goal state
have to be overcome. For example, in case of the
space shuttle mentioned earlier, the problem consists
in tiles having fallen off, the goal is to come back
safely to Earth, and operators were the activities that
moved the given to the goal state.

There are different types of problems, depending
on the clarity of the goal description and depend-
ing on the tools that can be used for changing the
states of affair: In terms of the clarity of the goal
description, a well-defined problem with clear goal
descriptions (e.g., winning chess) is differentiated
from an ill-defined problem that has no clear goal
(e.g., the political situation in the Middle East: what
would be the best political goal here?).

9.2 The Solving Part: What are the
Steps to the Solution?

Traditionally, different phases of the course of action
are differentiated into action-theoretical approaches
(cf. Cranach & Tschan, 1997; Dérner & Wearing,
1995; von Wright, 1974; Werbik, 1978). Dewey
(1910) already explained in his book How we think
that people take a certain sequence of steps when
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solving problems. It begins — according to Dewey
— with a feeling of doubt (= the problem), continues
with the identification of the problem, the search for
relevant facts, and the formulation of first draft so-
lutions. Then it comes to the examination of the
solutions and, if necessary, to the reformulation
of the problem, and finally ends in the selection
and realization of the solution assumed to be cor-
rect.

According to Pretz, Naples, and Sternberg (2003,
p. 3f.) problem solving runs through the following
stages (they call it the “Problem-Solving Cycle”):

“1. Recognize or identify the problem.
2. Define and represent the problem mentally.
3. Develop a solution strategy.

4. Organize his or her knowledge about the prob-
lem.

5. Allocate mental and physical resources for
solving the problem.

6. Monitor his or her progress toward the goal.

7. Evaluate the solution for accuracy.”

This is an idealized sequence of steps, and good
problem solvers adapt this sequence to the situa-
tional requirements. For example, in some cases the
representation step may require some effort whereas
the step of allocating resources might be short. Pretz
et al. call this sequence a “cycle” because the solv-
ing of one problem often generates new problems
and, thus, requires the cycle to run again with the
new problem.

The assumption of different phases of problem
solving, described early by Bales and Strodtbeck
(1951) and later by Witte (1972) as the “phase the-
orem” of problem solving, has both a descriptive
and a prescriptive side: it is descriptive, as it is
intended to describe the processes actually taking
place in problem solving; it is prescriptive, inso-
far as this sequence also intends to serve as a rule
for “good” problem solving. As Lipshitz and Bar-
Ilan (1996) point out, this theorem in its manifold
manifestations is indeed an important component of
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the problem-solving literature, but the descriptive
as well as prescriptive validity is not very well sup-
ported by empirical evidence, perhaps because these
distinctions are logical rather than empirical. Thus,
the various phases of the course of action, which will
be discussed in more detail below, only have an or-
dering and thus meaningful function. A distinction
is made here between the following five phases: a)
goal formulation, b) hypothesis formation, c) plan-
ning and decision-making, d) monitoring, and e)
evaluation:

a) Goal elaboration. At the beginning of an action
there is a goal (motivational: a desired satisfaction
of a need; cognitively: a target state to be reached)
whose specificity can vary. The more unspecific the
goal is (e.g., in the case of an ill-defined problem),
the more effort must be put into working out the
goal, to overcome dialectical barriers.

b) Hypothesis formation. Before acting, it is nec-
essary to model the environment in which one acts.
To this end, assumptions must be formulated about
the relationships between the variables involved in
order to exert an appropriate influence on this en-
vironment. Depending on the characteristics of the
environment (e.g., computer simulations; see be-
low), hypotheses can be formed and tested during
the individual steps of an action.

¢) Planning and decision making. Based on the
hypotheses, intervention sequences need to be for-
mulated that seem suitable for transferring the ini-
tial state into the goal state. This preparation of
future decisions is called planning — an important
component of actions, since it contains the prepa-
rations for a good (in the sense of target-oriented)
course of action. In Funke and Glodowski (1990),
this phase is referred to as the creation of a plan,
which is intended to underline the constructive as-
pect. However, efficient planning is based as much
as possible on experience (retrieval from long-term
memory) and reusing “old” plans, thus minimizing
the effort (in computer science this aspect is called
“re-usability”, see Krueger, 1992).

d) Monitoring. The phase of drawing up the plan
is followed by a phase of plan monitoring, intended
to ensure that the implementation of the plan does
not in fact give rise to much disruption due to “fric-
tions” (Clausewitz, 1832). Frictions occur as unfore-
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seen (usually also unforeseeable) disruptions during
the execution of the plan and require corrective in-
terventions up to and including the termination of
the plan.

e) Evaluation. The final phase consists of exam-
ining whether the result of the action corresponds to
the objective(s) formulated at the beginning. Further
action and problem solving might be necessary.

Fischer, Greiff, and Funke (2012) see the process
of complex problem solving as a mixture of two
phases, namely knowledge acquisition and knowl-
edge application. These authors emphasize the im-
portance of (1) information generation (due to the
initial intransparency of the situation), (2) informa-
tion reduction (due to the overcharging complexity
of the problem’s structure), (3) model building (due
to the interconnectedness of the variables), (4) dy-
namic decision making (due to the eigendynamics
of the system), and (5) evaluation (due to many, in-
terfering and/or ill-defined goals).

In contrast to conceptions of more or less ordered
processes, there is the assumption of "muddling
through". Coming from the field of policy-making
in public administration, Lindblom (1959, 1979)
argues that decision-making in complex situations
cannot follow a simple means-ends relationship.
Instead, he proposes a kind of "incrementalism"
(=muddling through), i.e. small changes towards
certain goals following a series of trials, errors, and
revised trials.

9.3 Problem Solving: What are the
Theories?

In the short modern history of problem-solving re-
search, there have been three major theoretical ap-
proaches to problem solving: Gestalt theory (in-
cluding insight problem solving), action theory, and
information-processing theory. The basic ideas, im-
portant terms, and the respective definition of a prob-
lem are given for all three approaches. A review of
problem solving theories can be found in the recent
paper by Fischer, Greiff, and Funke (2012).
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9.3.1 Gestalt Theory

Problem-solving theories based on Gestalt princi-
ples were developed in analogy to concepts from
the psychology of perception in Germany at the be-
ginning of the 20th century (for a short history of
Gestalt concepts, see Wertheimer, 2010). The basic
idea at that time was that the field of perception does
not consist of isolated elements but rather is orga-
nized in groups or shapes. In line with the principle
of supersummativity, according to which the whole
is more than the sum of its parts, it is also postulated
in the case of thinking tasks that organized forms
emerge from different parts which determine the
solution. For example, look at the well-known nine-
dot problem, in which nine dots distributed evenly
in a square have to be connected by drawing four
lines without the problem solver setting down the
pen. The form of the dots creates a shape, which in
this case is an obstacle to the solution: the square
form suggests erroneously that the lines should be
drawn within the four corners of the square — in fact,
however, one must go beyond this boundary in order
to find a solution (see Figure 9.1).

Important terms from Gestalt psychologists for
today’s psychology of thought are: insight and aha-
experience, restructuring, functional fixedness, and
Einstellung. Insight and aha-experience describe
psychological qualities based on experience that oc-
cur in the solution phase of a problem and denote
the understanding of an initially incomprehensible,
problematic fact (e.g., understanding of a magician’s
trick). Restructuring means changes in the atten-
tional structure (e.g., interpreting the background
as foreground). Functional fixedness occurs when
objects of daily use are first to be used in their nat-
ural function, but later on in a new, unusual one
(e.g., a matchbox with matches to light a cigarette
but that could be used later as a candleholder). The
Einstellung effect occurs when a certain solution
pattern becomes routine for similar problems and
is executed even if there are simpler solution paths
(also called set-effect; e.g., using a complicated so-
lution sequence in filling water jars even when more
simple sequences exist, Luchins & Luchins, 1950).

Definition of a problem: According to Gestalt the-
ories, a problem is characterized by a bad gestalt that

158 ¢ Psychology of Human Thought « Chapter 9

Problem Solving

could be transformed into a good gestalt by restruc-
turing as a result of insight, according to Gestalt-
theoretical assumptions. The problem-solving pro-
cess thus presupposes the recognition of the bad and
the good gestalt as well as the existence of insight.

9.3.2 Action Theories

Action theories differentiate between several stages
of action: action planning, action execution, and ac-
tion evaluation. They do not isolate specific psychic
sub-functions but rather determine their contribution
to the more comprehensive form of an action and its
context. In addition, action theories address inten-
tions that give meaning to certain behaviors (for the
distinction between behavior and action, see Grau-
mann, 1980). For example, if you see somebody on
a cold winter day in a summer dress, this strange
behavior can become understandable if the person
explains her intention to train her immune system.
Strange behavior, thus, becomes intentional action.

Action theories have an integrative function and
can help to compensate for the fragmentation of psy-
chology into separate parts by providing a general
frame of reference. It is interesting from a histor-
ical point of view that at the time John B. Watson
formulated his radical “manifesto of behaviorism”
in the USA and recommended to psychology the re-
striction of theory and research to intersubjectively
undisputed “pure” behavior (Watson, 1913), the Hei-
delberg sociologist Max Weber built a “sociology
of understanding” on the basic concept of action
(Weber, 1913).

Definition of a problem: According to action the-
ories, a problem is characterized as part of a goal-
driven, intended action that reaches a dead end and
requires active regulation processes to overcome the
barrier or to find another course of action that leads
to the goal state.

9.3.3 Information-Processing Theories

Theories of information processing are inspired by
the idea of conceiving human cognition as symbol
manipulation. Starting from the cognitive turn in the
1950s (for a more detailed description of this revolu-
tion see Gardner, 1985) and against the background
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Figure 9.1: The Nine-Dot problem: Nine points distributed evenly in a square (left side) are to be connected by four lines without

setting down the pen.

of the information theory presented by Shannon and
Weaver (1949), all kinds of mental activity — per-
ception, learning, thinking etc. — were summarized
under the term information processing. Information
became the raw material that the organism absorbs,
stores, and processes.

The underlying idea of interpreting information
processing of the organism as symbol manipulation
makes it possible to reproduce such processes on a
computer (“cognitive modeling”); the division into
data (symbols representing certain states) and pro-
gram (symbols representing certain transformations
of symbols) is unimportant considering the fact that
symbols are involved in both. Important for the sym-
bolic system of human language is its tool function
for thinking. The “inner conversation of the soul
with itself” (=thinking), as the Greek philosopher
Plato formulated it over 2000 years ago, is nothing

other than information processing (see also Chap-
ter 11, “Nature of Language”).

9.3.3.1 Problem Space and Task Environment

When a motivated person deals with an intellectual
requirement, an analysis of behavior provides infor-
mation about both the task and the thought processes.
Both aspects are inextricably linked, but should nev-
ertheless be kept apart conceptually. For a better
understanding, Newell and Simon (1972) therefore
introduced the term task environment to describe
the symbolic content that is necessary to solve a
problem. This externally given information corre-
sponds to the internally constructed problem space,
which describes the subjective representation of a
task, i.e. the imaginary space in which problem
solving takes place during thinking. Their influen-
tial theory of problem solving is described in more
detail in Textbox 9.1.

In their book “Human Problem Solving”, Newell and Simon (1972) presented a theory of prob-
lem solving that has been widely and sustainably received and still represents the basis of many
approaches in this field today. Two cooperating sub-processes form the core of their theory: the
process of understanding and the process of searching.

The process of understanding. The understanding process has the function to generate the internal
representation of the problem. The problem situation must be perceived in order to deduce from the
information given initially (a) what the initial state is, (b) which operators can be used to change the
state, and (c) how to recognize that an achieved state represents the goal. These three components
make up the problem space, which is constituted by the process of understanding (see below for

Psychology of Human Thought « Chapter 9 ¢ 159


https://doi.org/10.17885/heiup.470.c6674
https://doi.org/10.17885/heiup.470.c6674

Funke

more). Of course, the problem space can change during the solution process when new information
becomes known, whether due to external circumstances or due to search processes.

The search process. The search process has the function of generating the solution to the problem.
This process is driven by the result of the understanding process. It searches for differences between
a given state and a target state and for operators that could bring about a state change. Different
search procedures for low-knowledge tasks have been called “weak methods”. They are weak
because their generality is at the expense of their power. Specific methods (“Use the hammer to
drive in the nail!”) are stronger, but cannot be used often (it does not help to fasten a screw). More
general methods (“Find a tool to get ahead!”) are more common, but weaker (which tool to use
remains open).

One might think that the two processes of understanding and searching described by Newell and
Simon would be executed in a fixed order (first understanding, then searching). In fact, however,
problem solvers often switch back and forth between the two processes and mix them (see Chi,
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Glaser, & Rees, 1982; Hayes & Simon, 1976).

With their ideas, Newell and Simon (1972)
pointed to an important issue for problem-solving
research. They distinguish between psychological
processes on the part of the problem-solving per-
son on one hand and perfect rationality on the other
hand — a distinction that results from the limited ra-
tionality (Simon, 1947) of human behavior. By the
way: Herbert Simon was awarded the Nobel Prize
for Economics in 1978 for these considerations and
the associated criticism of the theory of the all-time
rational homo oeconomicus.

The idea of a problem space has inspired Simon
and Lea’s (1974) “dual space model”, which divides
the problem space into a rule space and an instance
space. In the rule space, all possible rules of a task
are represented, in the instance space all possible
states. Using the example of chess, the rules repre-
sent the legal moves of each figure (the operators).
The instances are all possible arrangements that the
figures can take.

Using the example of cryptarithmetic problems
(see below, Section 9.5.1.2, “Cryptarithmetic Prob-
lems”), where letters stand for numbers, the instance
space consists of the individual column elements of
the letter addition, whereas the rule space contains
the rules as to how letters can be replaced by num-
bers. Problem solving in this case means finding out
those letter-number substitutions where the resulting
arithmetic operations are correct. If, for example,
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the task is to assign numbers to letters so that the
following addition becomes a correct one

DONALD
+GERALD
= ROBERT

and the problem solver also knows that D=5, a
replacement process can be carried out that now
rewrites the instance space as

50NALS5
+ GERALS
=ROBERT

By applying mathematical rules, the last position
of the result has to be T=0 and thus the rule space
is extended. What can be done to find the complete
solution?

With the method of (a) “generate-and-test”, one
can simply try out arbitrary assignments of numbers
to letters. More intelligent would be method of (b)
knowledge-guided “heuristic search”, which does
not produce arbitrary new states in the instance space
but only those which fulfill certain preconditions;
e.g., R must be an odd number because of the neces-
sary carry of the second to last column and the fact
that the addition of two same numbers (L+L) always
produces an even-numbered result. An alternative
description of this process would be the method of
(c) “rule induction”, which is used to check whether
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Figure 9.2: (a) Programmable truck BigTrak. (b) Keypad for programming. The keypad shown differs from the one used in the
experiment by having a X2 key instead of a RPT key (both figures from WikiMedia Commons, licensed under the terms of

the CC-BY-SA-2.0).

a certain assumption such as R=7 is not only correct
in a concrete case but is also consistent with all other
available data.

Simon and Lea (1974) emphasize that their ap-
proach is useful not only for cryptarithmetic prob-
lems but also for the description of concept ac-
quisition, sequence learning, or the recognition of
grammars. The “General Problem Solver” (GPS)
is accompanied by a “General Rule Inducer” (GRI)
which supports exactly these processes concerning
the generation and testing of possible solutions.

Klahr and Dunbar (1988) further extended the
dual space model. They have developed their SDDS
model (“Scientific Discovery as Dual Search”) to
explain scientific discoveries. In this model, they
differentiate between the experiment space (which
is similar to the instance space), and the hypothesis
space (similar to the rule space). In the hypothe-
sis space, hypotheses are generated, modified and
rejected, e.g. via connections between input and out-
put variables. In the experimental space, on the other
hand, experiments of the type in which the hypothe-
ses generated can be tested or how the operators are
to be applied are planned. For this purpose, both
problem spaces (as in Simon & Lea, 1974) must
interact: activities in the hypothesis space activate
operations in the experiment space. There is also the

opposite direction of influence: If no hypothesis is
made about observations on the object of investiga-
tion (search in the hypothesis space), it is possible
to use operators (search in the experiment space).
Hypotheses can then be derived by observing the
results of these experiments.

For an illustration of their approach, they choose a
programmable toy truck “BigTrak” (see Figure 9.2),
whose moving behavior can be predetermined by
certain keys (e.g., two steps forward, honking, two
steps to the right). The keys on the car are divided
into 11 instruction keys (e.g. GO, CLS, HOLD) and
10 number keys (0-9). The subject’s task is to find
out the meaning of the unexplained RPT key (so-
Iution: RPTx repeats the last x instructions). The
search for the meaning of this function key leads
to the formation of hypotheses and the execution of
experiments (see Shrager & Klahr, 1986).

A total of 20 participants in this experiment
learned to program BigTrak within 20 minutes. They
had to think aloud while working on the problem.
Then they had to explore the RPT key, which had
not been used before and had not been explained
either. Of the many results of this investigation, only
one is described here, which refers to a typology of
the participants. According to the authors, 7 par-
ticipants can be called “theorists”, the remaining
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13 participants were labelled as “experimentalists”.
On average, theorists needed 24.5 minutes to solve
the problem and performed 18.3 experiments (12.3
with specific hypotheses), whereas the experimental-
ists needed only 11.4 minutes to solve the problem
and performed 9.3 experiments (8.6 with specific
hypotheses). While the theorists searched in the
hypothesis space, the experimentalists concentrated
on the experiment space and attempted to derive
generalizations from their experiments.

With the dual space model, the results can be ex-
plained in terms of strategies, semantic embedding
(cover story), goal specificity, hypothesis testing,
and knowledge acquisition. The model also points
to the issue that many studies with interactive tasks
like BigTrak did not distinguish between an explo-
ration phase and an application phase (an unknown
system is explored in the exploration phase; in the
application phase, explicitly specified goals have to
be reached), i.e. the test persons knew the target
values or the goal state of their system (specific tar-
get) from the outset. Thus, the task could also be
solved in such a way that persons with a means-end
analysis try to reach the goal (search in the instance
space) without formulating hypotheses. They do not
acquire knowledge about the system, but learn how
to reach the goal (implicit knowledge; see Berry &
Broadbent, 1988). For example, Geddes and Steven-
son (1997) have explained the dissociation of knowl-
edge and goal attainment. If, on the other hand,
explicit knowledge is acquired, hypothesis genera-
tion and testing are present (search in the rule space).
The search within the rule space can be demanded by
the fact that a systematic strategy should be used and
no target values are given. A semantic embedding
of a problem (instead of a mere abstract description)
as well as the specification of a hypothesis have the
consequence that more hypotheses are tested and
thus the search in the rule space is also required.

With the help of the dual space model, the results
of the BigTrak experiment and of similar interactive
tasks can be interpreted easily, and it becomes appar-
ent why something was learned in some tasks and
not in others. Nevertheless, there are findings that
make an extension of the model necessary. One such
finding is, for example, that sometimes a specific
goal leads to better performance if the subjects have
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an incomplete model of the task (Burns & Vollmeyer,
1996). Even the specification of false hypotheses
(Vollmeyer, Burns, & Holyoak, 1996) leads to im-
proved performance in complex problems, which
can be interpreted indirectly as an indication of an
intensified search in the hypothesis space (see also
Burns & Vollmeyer, 2002).

Definition of a problem: According to informa-
tion processing theories, a problem is defined as a
barrier between a given and a goal state, requiring in-
put from a bridging operator, which cannot be taken
from the library of already known operators but has
to be constructed on the fly. Problem solving is seen
as a search for a solution within the problem space.

9.4 Methods for Assessing and
Measuring Problem Solving

Because problem solving occurs in the head of a per-
son, it is not easy to assess the process of problem
solving itself. Different proposals have been made to
solve this problem (see also Chapter 3, “Methods”).
On the one side, there is access via self-report (e.g.,
introspection and think-aloud; see below), on the
other side, access via behavioral data (e.g., behav-
ior traces and log-files; see below). Last but not
least, physiological data (e.g., eye movements and
brain-imaging techniques) have been proposed.

9.4.1 Self-Reports

Introspection is the observation of one’s own men-
tal process. It was used in the 19th century by “arm-
chair” psychologists who would rely on their own
inner experience instead of empirical obeservations.
Introspection is deemed unsuitable in modern re-
search because there is no possibility to prove accu-
racy of the given report.

Thinking aloud is the continuous verbalization
of thought processes during problem solving and can
be used as a valid data source under certain condi-
tions (Ericsson, 2003). The spontaneous utterances
accompanying the act of thinking represent objec-
tive expressive behavior that is used for assessment
(Jdkel & Schreiber, 2013).


https://doi.org/10.17885/heiup.470.c6666

Behavioral Data

Ericsson and Simon (1983) regard thinking aloud
methods as unproblematic if the actual thought con-
tent is only verbalized and described, because this
thinking aloud only slows down the thinking pro-
cess but does not disturb it. Explaining or describing
one’s thoughts carefully, however, disturbs the pro-
cess of thinking and changes the procedure of the
participant (see Ericsson, 2006). Giiss (2018) rec-
ommends this method especially for testing theories
cross-culturally.

Verbal data is valid even if there is no 100% agree-
ment between thoughts and verbalizations. Rea-
sons for this deviation are (a) that not all conscious
thoughts are verbalized by a participant and (b) that
other cognitive steps run unconsciously due to rou-
tine/expertise and therefore cannot be verbalized at
all. Additional data sources such as reaction times,
error rates, eye movement patterns, or recordings
of brain activity can increase validity. It is not the
thinking itself that manifests itself as behavior but
rather the consequences that accompany it.

9.4.2 Behavioral Data

Three behavioral measures will be discussed briefly:
sequential problems, computer-simulated problems,
and log-file analyses.

By using sequential problems, one tries to visu-
alize the solution path between the initial and the
target situation (and thus the process of the solution)
as a series of intermediate states. A good exam-
ple of a sequential problem is the Tower of Hanoi
(see below). Sequential problems “materialize” the
solution process by producing a trace through the
problem space.

Computer-simulated scenarios allow the investi-
gation of the effects of connectedness and dynamics
in complex situations by creating realistic simulation
environments. Connectedness (i.e., the relationships
between variables in a system) forces us to create
causal models. The dynamics of a system force us to
anticipate the course of development over time and
to act with foresight. The interaction of human par-
ticipants with such scenarios shows their strategic
approaches and their reaction to certain scenarios.
One can measure how well the connectedness be-
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tween the system variables is understood and how
well they deal with the dynamics of the system.

Log-file analyses look at the step-by-step activ-
ities during interactions with computer-presented
problem-solving tasks. Such tasks have been used
for the first time in a world-wide assessment of
student performance in problem solving within
PISA 2012, the “Programme for International Stu-
dent Assessment” run by the OECD from the year
2012. Zoanetti and Griffin (2017) showed the ad-
vantages of going deeper into the specific solution
steps that are documented in the log-files instead of
looking only at the results of certain tasks. For ex-
ample, pupils who repeatedly interacted erraneously
with the software and who ignored negative feed-
back could be easily identified. Solution strategies
became visible.

9.4.3 Physiological Measures

Eye-movement patterns can be used to derive the pro-
cesses underlying thinking. Eye movements consist
of saccades (fast, short movements of the eyeball
to align the fovea with the visual objectives) and
fixations (keeping the visual gaze on a single loca-
tion). It is assumed that a large part of information
processing takes place during the fixations.

Eye-movement measurements are used in addi-
tion to reaction-time and decision-time measure-
ments in specific fields of experimental psychol-
ogy, such as perception psychology. Pupillometric
data allow conclusions to be drawn about working-
memory load, concentration, and emotional and mo-
tivational components. Beatty (1982) describes sev-
eral experimental and correlational studies that war-
rant such statements.

Also, brain-imaging methods can be used to de-
pict physiological changes during thinking. Imag-
ing methods such as functional magnetic resonance
imaging (fMRI) are of particular importance for the
investigation of problem solving. The aim of such a
method is to measure haemodynamic changes of the
brain (i.e., changes in the blood flow within the brain
due to cerebral activity) as a marker for neuronal
activation within certain brain structures.

The fMRI is a spatially high-resolution method,
meaning that it allows for a very precise allocation

Psychology of Human Thought « Chapter 9 ¢ 163



Funke

of regions in the brain. It is based on the fact that
an increase in neuronal activation leads to an in-
crease in oxygen demand, which in turn leads to
an increased supply of oxygen-rich blood. This in-
crease in oxygen can be made visible by means of
a magnetic field. Changes in neuronal activity thus
become accessible. The application of neuroimag-
ing techniques to research questions in the field of
problem solving is still rare (Anderson et al., 2008)

9.5 Paradigms and Illustrating
Experiments

For illustrative purposes, the following section
presents some of the frequently used tasks in prob-
lem solving research. I will start with examples for
simple tasks, then round off with complex ones.

9.5.1 Simple Tasks

Simple task requirements differ from complex ones
in the low amount of instruction and knowledge re-
quired to process them. With regard to the amount
of knowledge required for understanding the prob-
lem situation, one could also speak of semantically
impoverished problems as opposed to semantically
rich problems. In addition, simple tasks usually
have short processing times of up to 10 minutes,
whereas complex tasks require hours or days. The

Problem Solving

simple tasks include (a) classic mental exercises
(such as insight problems), (b) cryptarithmetic prob-
lems (where letters represent numbers), and (c) se-
quential problems like moving disks.

9.5.1.1 Insight Problem Solving

In the early days of problem-solving research, brain
teasers and insight problems were the preferred re-
search material. Classic insight problems were pre-
sented, for example, by Duncker (1935) as part of
his book Psychology of Productive Thinking. He
examined the problem-solving process more closely,
especially with regard to two problems:

(1) The radiation problem: “Looking for a
method to free a person from an inoperable
gastric tumor with the help of rays which, with
sufficient intensity, destroy organic tissue -
while avoiding co-destruction of the surround-
ing healthy body parts” (p. 1). He described
this problem as “practical” because the central
question is “How can I achieve something?”
Figure 9.3 illustrates this problem.

(2) The problem of proof: “Seeking a justifica-
tion for the fact that all six-digit numbers of
the ‘abc,abc’ type, e.g. 276,276, are divisible
by 13” (p. 1). He described this problem as
“theoretical” because the guiding question is
“How? From what do I see?”

Figure 9.3: Duncker’s Radiation Problem: A patient needs a radiation treatment on a tumor inside the body. Normal radiation will harm
the healthy tissue it reaches on the way in. The solution is to target the tumor with low-level rays coming from different di-
rections that have to converge on the tumor (from http://www.jimdavies.org/research/visual-analogy/proposal/nodel.html).
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V=4
=l

Figure 9.4: Two examples of matchstick arithmetics: (a) 4 = 3 + 3 (solution: 6 =3 + 3); (b) 3 =3 + 3 (solution: 3 =3 = 3; from

Knoblich et al., 1999).

Duncker’s survey method was not self-
observation (introspection), as practiced, for ex-
ample, by representatives of the historical Wiirzburg
School (Oswald Kiilpe, Karl Marbe, Otto Selz) but
observing somebody “thinking aloud”, a method in
which the thinker remains directed at the content
of his or her thinking. His analysis of the proposed
solutions to the radiation problem shows that the
various ideas can be arranged according to their
“functional value”. Duncker calls this list “solution
tree”.

Insight problems using ‘“match-stick arith-
metic” were investigated by Knoblich and cowork-
ers (Knoblich, Ohlsson, & Raney, 2001). An insight
problem occurs when an obstacle appears after the
first exploration (“impasse”, dead end) and the solu-
tion appears subjectively impossible (see Metcalfe,
1986). One can get out of these mental dead ends
only by changing the representation of the prob-
lem. Two examples from the work of Knoblich et
al. (1999) will be presented in more detail (see Fig-
ure 9.4).

Problems in the field of match-stick arithmetic
consist of false arithmetic expressions, which are
composed of Roman numbers (I, II, III etc.), arith-
metic operations (+, -) and the equal sign (=). By
picking up one of the matches, the wrong one has to
be turned into a correct expression. In Figure 9.4a,
for example, the IV can be turned into a VI. This
is the typical representation in which the numerical
values are regarded as variable and the arithmetical
operations as constant. If one loosens this bound-
ary condition and allows that also the operators may
be seen as variable, the task in Figure 9.4b can be

solved by making a “=" out of the “+”. Besides
the loosening of boundary conditions, the problem
representation can also be changed by the decom-
position of chunks (= single elements combined to
groups). Thus, “weak” chunks like “IV” are dis-
tinguished from “strong” chunks like “X”, whose
decomposition into “/”” and “\” is more difficult due
to the lack of significance of the individual parts.

Based on these two postulated mechanisms for
changing the problem representation, Knoblich et
al. could make specific predictions about differ-
ent task difficulties and differential transfer effects
for matchstick problems, which were confirmed
in the reported experiments. Accompanying eye-
movement analyses (Knoblich et al., 2001) also con-
firmed the following theoretical assumptions: (a)
at the “dead end” states, there are fewer eye move-
ments and longer fixation times; (b) as a result of
prior arithmetic knowledge, one tends to regard the
numerical values and not the operators as the vari-
able quantities.

Matchstick arithmetic is an interesting problem
type that can be used to investigate elementary
thought processes of insight problems. In con-
nection with eye-movement analyses, this simple
paradigm allows process theories to be tested that
would otherwise hardly be accessible to empirical
research. However, it should also be noted that the
small amount of knowledge that these problems re-
quire to be solved represents an advantage in terms
of empirical and systematic analyses. At the same
time, simple problems do not represent the complex-
ity of problem-solving processes in everyday situa-
tions, let alone in space shuttle catastrophes, since
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much more world knowledge usually is needed in
real-life problem solving.

Anagram tasks. Another approach to gaining in-
sight into the underlying processes of problem solv-
ing comes from the analysis of solution processes for
anagram tasks. Anagrams represent letter sequences
that must be changed around to form a word (e.g.,
HOOLSC -> SCHOOL). In this case, the difficulty
can be influenced by the number of letters that have
to be changed, the total number of letters given, and
word frequency.

Metcalfe and Wiebe (1987) have shown that ana-
gram solutions rely on sudden insight processes and
not on a general, sequential approximation to the an-
swer. They showed that by capturing “hot-cold judg-
ments” (an indication collected every 10 to 15 sec-
onds of how close a problem solver feels to the solu-
tion) one cann accesss the process of gaining insight.
While these judgments gradually increased as equa-
tions were solved, they remained consistently low
for anagrams and only rose steeply shortly before
the solution was found (see Chapter 6, “Metacogni-
tion”, for further research with anagram tasks).

9.5.1.2 Cryptarithmetic Problems

Cryptarithmetic problems require the decoding of
letters into numbers using arithmetic procedures.
Figure 9.5 illustrates an example of such puzzles.
Cryptarithmetic problems are not used so often
nowadays because of their simplicity and uniformity
of required processes: it is a relatively simple con-
straint satisfaction task. The total number of possible
states is reduced by the constraint of a unique digit
for a unique letter in a decimal representation. To
make the task easier, more lettters could be disclosed
at the outset.—The last prominent publication with
that type of problem dates back more than 25 years
(Clearwater, Huberman, & Hogg, 1991).

Problem Solving

9.5.1.3 Sequential Problems

Sequential problems are those that require a series
of steps to solve them, steps that are reflected in
externally visible changes in the state space. Let us
start with the “Cannibals and Missionaries” problem
(also known as "Orcs and Hobbits"; more generic
denomination: river-crossing problems, “move” or
“transformation” problems). In this task, represen-
tatives of each group—cannibals and missionaries—
have to be transported from one side of a river to
another. A boat offers space only for a limited num-
ber of people. The major rule for solving the prob-
lem is that on neither of the banks nor on the boat
can the number of cannibals exceed the number of
missionaries because otherwise cannibals would do
what their name suggests. To avoid such a catastro-
phe, a careful maneuver is demanded. According
to the model developed by Jeffries, Polson, Razran
and Atwood (1977), subjects working on this task
consider only single-step move sequences. These
moves are selected according to two simple rules:
(a) search for better states (in terms of less distance
to the goal state), (b) avoid states that have been
previously visited.

Another prominent example of a sequential prob-
lem is called the ‘“Tower of Hanoi” and will be
presented here in more detail because it is widely
used. The problem consists essentially in moving
a given set of differently sized, concentric disks,
which are arranged on a starting rod, to a target rod
using an auxiliary rod. Two rules have to be fol-
lowed: (1) Only one disc may be moved at a time,
(2) never place a larger disc on top of a smaller disc.
Figure 9.6 illustrates the problem by showing the
entire instance space, that is, all possible positions
for the (simple) case of three discs on the three rods.

The instance space shown in Figure 9.6 explains
the attractiveness of the problem for thought re-

SEND
+ MORE

MONEY

Figure 9.5: Example of a cryptarithmetic problem: each letter corresponds to one of the figures 0 to 9 (hint: E=5, Y=2). The numbers

in each line should produce a correct addition.

166 « Psychology of Human Thought « Chapter 9


https://doi.org/10.17885/heiup.470.c6669
https://doi.org/10.17885/heiup.470.c6669

Complex Problems

search: Every single move of the problem solver
can be represented as a step through this instance
space. At the same time, each intermediate state dur-
ing the solution process can be evaluated in terms
of how far away it is from the required target state.
In addition, it is possible to show which path is the
fastest to the goal for any intermediate state. The
process of problem solving can be described as a tra-
jectory (a temporal sequence of states) in this space
(for an in-depth analysis of the Tower of Hanoi, see
Kotovsky, Hayes, & Simon, 1985). For the problem
solver, this type of problem is easy to recognize, to
define, and to represent. That is much more difficult
in the case of complex tasks.

9.5.2 Complex Problems

A complex problem shows the following features:
(1) complexity in the sense that many variables are
involved, (2) connectivity, reflecting the fact that re-
lations exist between variables, (3) intransparency,
referring to missing or inaccessible information im-
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portant for the problem-solving process, (4) dynam-
ics, in the sense of the possible change of a given
situation over time, and (5) polytely (from the Greek
word ‘polytelos’, meaning many goals), in the sense
of there being many goals and objectives involved
that are possible and could be pursued. All five
features will be explained in briefly.

Complexity. Complexity in the sense of the num-
ber of variables involved plays an important role
insofar as human information processing only has
a limited capacity. As a consequence, the problem
solver must take measures to reduce complexity,
such as simplifications. He must also be able to deal
with the fact that the simplified models can be inac-
curate and even wrong in individual cases. For ex-
ample, to model the complex relationships between
world population, energy demand, and resource use,
Meadows and colleagues (Meadows, Meadows, Ran-
ders, & Behrens, 1972) created a world model on
a computer that has reduced the complexity of this
huge problem to around 100 variables. Even if a
large part of the detailed calculations of this model

%ﬁ& bl DO— b
L
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Goal

Figure 9.6: The instance space for a Tower of Hanoi with three disks. On top, all three disks are on the left rod (=start); at the bottom
right all three disks are on the right peg (=goal). The shortest path between start and goal is to follow the edge from top to

right within seven steps.
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are inaccurate from today’s point of view, the conse-
quences and warnings derived from it were correct.

Connectivity. With increasing intervariable de-
pendency and connectivity, the effects of interven-
tions in such a network are difficult to predict. As
a consequence, the problem solver must map the
dependencies into a model that forms the basis of
his or her decisions. An example: Interventions in
an ecosystem can have side effects that were not
expected. One could think of bees dying because of
intensified use of pesticides.

Intransparency. Intransparency is the lack of in-
formation about the problem situation; it makes a
complex problem a decision-making situation under
uncertainty. As a consequence, the problem solver
must collect information that is missing. The prob-
lem solver needs to accept that her decisions may not
include all relevant facts. For example, in a hospital
emergency admission, not all desirable and neces-
sary information about a seriously injured accident
victim is available to the physician. Nevertheless,
action must be taken and with minimal initial infor-
mation a situation picture must be produced, which
always is supplemented later by further facts, piece
by piece.

Dynamics. Dynamics of a system refer to the
changes of a given state over time. As a conse-
quence, the problem solver must consider possible
changes of the given situation and make prognoses
about future developments. Potentially resulting
time pressure has to be endured. For example, any-
one speculating on the stock market usually makes
assumptions about future market developments, but
occasionally has to realize that the dynamics of the
market cannot always be accurately predicted. An-
other example: In the event of a forest fire, a sudden
change in wind direction can considerably disrupt
the planning of the fire brigade and even endanger
its activities.

Polytely. Polytely concerns the number and type
of goals involved that need to be considered. As
a consequence, the problem solver must set prior-
ities and thus solve value conflicts. For example,
company leaders usually strive for the highest possi-
ble profit. One major factor influencing this goal is
the salary of the employers: paying employees high
salaries should lead to more job satisfaction and pro-
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ductivity (good for the profit), but at the same time
such salaries are costly (bad for the profit). There-
fore, an optimal balance for this factor needs to be
found, which can be very difficult.

With these descriptions for complex problems
in mind, let us look at two of the most prominent
examples for this type of task, namely, the politi-
cal scenario “Lohhausen” and the business scenario

“Tailorshop”.

9.5.2.1 Lohhausen

The political scenario “Lohhausen”, with around
2,000 variables, is one of the most complex scenar-
ios in terms of the number of variables. “Lohhausen”
is a small computer-simulated town. In the study
with this scenario, 48 student participants were act-
ing as a mayor for a simulation period of 10 years
and were to lead the community as effectively as pos-
sible (Dorner, Kreuzig, Reither, & Stiudel, 1983).
According to the description given by Dorner (1981,
p- 165), the small town has about 3,500 inhabitants
and its main income comes from a clock factory be-
longing to the town. In addition to the town admin-
istration, there are medical practices, retail shops, a
bank, schools, kindergartens, etc. In the simulation,
not only economic relations were mapped but also
social, demographic, and psychological variables
(e.g., satisfaction of the inhabitants). Participants
were able to interact with the system in a variety
of ways: They could influence the production and
sales policy of the municipal factory, they could
change tax rates, create work plans for teachers, set
up and lease doctor’s surgeries, build housing, pro-
vide recreational facilities, etc.

Data analysis was essentially based on the com-
parison of the 12 best with the 12 worst acting partic-
ipants with regard to important measures of success
such as population of the town, number of unem-
ployed people, condition of the local watch factory,
immigration rate, satisfaction of the inhabitants, or
capital of the municipality as well as judgments of
the experimenter about the test-taker (e.g., “partici-
pant makes an intelligent impression”; subjects did
not know these criteria before they started with the
simulation).



Comparing European and American Approaches to Complex Problems

One of the most important (and surprising) results
of this study: intelligence (measured with a conven-
tional intelligence test) was not a predictor of per-
formance in the scenario! This finding questioned
the classical measurement of intelligence as one that
is only assesses analytical intelligence but neglects
“operative intelligence” (Dorner, 1986), which had
not yet been measured by conventional IQ tests. This
apparent shortcoming of intelligence tests has subse-
quently led to a sharp controversy about the benefits
of IQ tests. As a result of this debate, the value of
the intelligence component “information processing
capability” now appears undisputed (see Wiisten-
berg, Greiff, & Funke, 2012; Kretzschmar, Neubert,
Wiistenberg, & Greiff, 2016; for a meta-analysis:
Stadler, Becker, Godker, Leutner, & Greiff, 2015).

With regard to the successful control of the Lo-
hhausen community, none of the expected predictors
like motivation, test creativity, gender, age, subject
of study, or previous education of the participants
was important. Successful “mayors” were charac-
terized by strengths in other fields: self-confidence,
extraversion, the striving for meaningful informa-
tion search (“controlled divergent exploration™) or
switching between fluctuating and focused thinking
proved to be advantageous.

Three primary errors in handling the complex sys-
tem, which occurred with most participants, were
highlighted: (1) the lack of consideration of tempo-
ral sequences and difficulties in predicting exponen-
tial processes; (2) thinking in causal chains instead
of causal networks; (3) the superiority of the current
motive.

Difficulties in predicting exponential processes
occur because of a natural tendency to linearize our
predictions. Exponential growth can be visualized
by the idea of doubling the grain of rice on a chess-
board square by square, starting slowly with one
grain on the first square, two grains on the second
square, 4 on the third, over 1 million by the 21st
square, over a trillion by the 41st square and ending
up with a number starting with 1.8 and 19 zeros
following by the last 64th square.

Thinking in causal chains instead of causal net-
works is demonstrated by the human tendency to
search for simple cause-effect connections (e.g., “mi-
grants increase the expenses of social security sys-
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tems”) instead of a broader view that sees, for exam-
ple, also advantages of migrants (increased diversity,
increased work force, etc.). Political reasoning is
sometimes driven by such causal-chain simplifica-
tions.

Superiority of the current motive means that hu-
mans are driven by their current motives and do not
look much into the future. The problems of sustain-
ability fall into this category: We do not want to
forgo today’s luxury in order to keep our planet in a
good shape for the next generation. Such long-term
problems suffer from this error tendency.

9.5.2.2 Tailorshop

The business scenario “Tailorshop” presents a profit-
based enterprise in which fabrics are made into shirts
by workers using production machines. The shirts
are then sold on the market. The system consists
of a total of 24 variables, 11 of which can be di-
rectly influenced by the respondents’ actions (for a
more detailed description, see Danner et al., 2011,
or Funke, 2010). The system’s core variable is the
“capital” (balance sheet value), which is connected
to 15 of the 24 variables. The task of the problem
solver consists in managing the “Tailorshop” over a
correspondingly extended simulation period in such
a way that a sustainable profit is generated. Without
intervention in the system, the “Tailorshop” would
soon have to file for bankruptcy, as the running costs
(storage costs, wage costs, rent, etc.) quickly lead to
negative figures. This can be avoided by purchasing
raw materials, maintaining the machines, and paying
the workers a reasonable wage. In addition, the shirt
price must be made competitive. Figure 9.7 shows
the variables of the Tailorshop and their connections.

9.5.3 Comparing European and
American Approaches to
Complex Problems

According to Sternberg (1995), a special feature of
European research in dealing with complex prob-
lems compared with American research is that in
European research (as in other studies of European
origin), novices are used as participants who had
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manufacturing

distribution & marketing

Figure 9.7: Diagrammatic representation of the variables from the
p. 30).

to take on leadership tasks with their everyday rou-
tines and without any training or preparation. In
the American tradition, research concentrates more
on experts in their respective fields. So, the two
different approaches can be seen as complementary
ways of researching into the psychology of human
thought.

9.6 Conclusions

Problem solving can be seen as one the key compe-
tencies in the 21% century (Care, Griffin, & Wilson,
2018; Fiore et al., 2018). The argument here is
that the labor market is changing more rapidly than
ever. The grandfather who trained to be a shoe-
maker could do this for the rest of his life. Today’s
workforce has to learn and to re-learn new tools day-
by-day. This is why problem solving is becoming
more and more important, not only in the workplace.
But it may be that problem solving is part of an even
more complex competency, namely systems compe-
tency (Funke, Fischer, & Holt, 2018), the ability to
handle complex systems. To control such systems
and to keep them stable requires more than problem
solving. And because systems competency needs in-
formation and reliable knowledge, critical thinking
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“Tailorshop” simulation (sorted by categories; from Engelhart, 2014,

(Halpern, 2013) becomes important in times of fake
news and indoctrination.

Are there any open questions? First, there is still
no comprehensive theory of problem solving that
applies to the different types of problem. Second,
the best way for assessing problem solving remains
unclear. The validity of different measurement pro-
posals is under scrutiny (Dorner & Funke, 2017).
Third, besides individual problem solving, the fo-
cus will be on collaborative problem solving (i.c.,
two or more persons working together on a problem;
see, e.g., Care & Griffin, 2017) because our modern
times require people to work together. It has yet to
be shown what the best mixture of collaborative and
individual problem solving would be.
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Conclusions Funke

1. The term problem solving describes the process to overcome barriers between a given and a
goal state.

[\

. Complex problems differ from simple problems by the degree of background knowledge
needed for the solution process, the sheer number of processes to run, and the time needed for
completion.

3. In addition, complex problems are characterized by complexity (many variables), connectivity
(relations between variables), intransparency (missing information), dynamics (changes over
time), and polytely (multiple goals).

4. Problem solving as a process occurs in different idealized phases: target elaboration, hypothe-
sis formation, planning and decision making, monitoring, and evaluation.

5. Important theories of problem solving come from the Gestaltists, from action theory, and
from information processing theories.

6. Methods for assessment rely on self-reports, behavioral data, and physiological measures.

Review Questions

1. Explain what problem solving is and how to position it in the list of all other cognitive
functions.

2. Why are goals important for problem solving?
3. What methods seem appropriate for measuring problem-solving activities?

4. Why is there no single correct sequence of solutions steps?

5. What is an important assumption of an information-processing theory of problem solving?

In my own research, I have tried to develop new instruments for measur-
ing problem-solving competencies. Inspired by research about complex
problems done by Dietrich Dorner in the mid-1970s, I started with an
adaptation of his simulation scenario Tailorshop, then decided to develop
more formal-based scenarios (MicroDYN, MicroFIN). I will present both
instruments shortly.

Tailorshop is a microworld where subjects have to manage a small
business simulation for a simulated time period of, e.g., 12 months. They
can buy machines, raw material, set the wages for their employees, hire
and fire workers, care for maintenance and for attractive sales conditions.

Joachim Funke
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In this situation, subjects have to deal with complexity, intransparency, dynamics, and conflicting
goals—most of these features are characteristic for complex problems.

The development of MicroDYN and MicroFIN was driven by the requirement to construct
“batteries” of test items for the purpose of psychometric assessment: what was needed were easy,
medium, and difficult items that could be compared directly. Based on formal systems, such batteries
were constructed for the world-wide PISA 2012 assessment of problem solving (see Csapé & Funke,
2017).

In the end, questions of validity remain most important: if we want to contribute to an under-
standing of problem solving “in the wild”, we have to explain how managers, politicians, and other
leaders make decisions and to predict errors as well as “wise” decisions in the long run (see Dorner
& Funke, 2017).

What we need in the 21% century more than ever is systems competency (which is more than
problem solving; see Funke, Fischer, & Holt, 2018). To understand how people represent complex
systems, how they predict the future states of such systems, and how difficult it might be to make
goal-directed interventions without producing unwanted side-effects: these are goals for my future

Problem Solving

research.
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Glossary

behavioral data Behavior traces, in terms of se-
quential problems or computer-simulated sce-
narios, and log-files of human-computer inter-
actions that allow access to processes related
to thinking. 162

collaborative problem solving Problem-solving
activities in a group of persons (two or more)
working together on a problem. 170

complex problem A problem situation that re-
quires a higher amount of world knowledge
and is characterized by complexity, connec-
tivity, intransparency, dynamics, and polytely.
167

ill-defined problem Problems with unclear goals
where success cannot easily be identified. 156

introspection Observation of one’s own mental
process. 162

match-stick arithmetic False arithmetic expres-
sions composed of Roman numbers, arith-
metic operations, and the equal sign, that have
to be turned into correct ones. 165

phase theorem A description of the processes ac-
tually taking place in problem solving as well
as a prescription for how to solve problems.
156

physiological data Eye-movement data and brain-
imaging data allow access to physiologcal
processes that accompany thinking processes.
162
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Glossary

problem solving Activity to reach a certain goal
despite barriers on the way between initial
state and goal state. 155

problem space The internal representation of the
task environment—the space contains tools,
barriers, solution will be sought and poten-
tially found. 159

self-report The observation of one’s own mental
processes: introspection and thinking aloud.
162

simple task A problem situation that require little
amount of previous knowledge. 164

task environment The externally given descrip-
tion of a problem situation, the structure of
the problem and its elements, including all
possible states on the way from initial to goal
state. 159

thinking aloud The continuous verbalization of
thought processes during problem solving.
162

Tower of Hanoi A typical simple problem situa-
tion that requires repeated application of disk
movements. 163, 166

well-defined problem Problems with clear goal
descriptions where success can be measured
easily. 156
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