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A good way to begin thinking about the psychology
of concepts and categories is by making some con-
nections to other familiar and foundational elements
of human cognition. Perception provides organized
sensory impressions about the physical world. Mem-
ory contains a record of experience and a storehouse
of what we know about the world. Reasoning is the
process of going beyond available information to
generate inferences or conclusions. How do con-
cepts and categories fit in? One can convincingly
argue that they tie these elements of our cognitive
system together.

Perhaps the most fundamental and universal cog-
nitive task is matching our perceptions of the envi-
ronment around us with our knowledge in memory
about the kinds of things that exist and the kinds
of meaning that characterize scenes and situations.
This knowledge is our set of concepts—the tools
of thought or mental representations we apply to
identify and understand a stimulus. From a memory
perspective, it would take a lot of effort and capac-
ity to remember (and treat as distinct) each of the
seemingly infinite number of objects, people, places,
and ideas in our environment. Instead, our cognitive
system has the remarkable ability to organize our ex-
periences in long-term memory, grouping instances
together into one common concept despite the many
ways they might differ. Every apple you encounter
is a little different, but the commonalities shared
across the category cognitively outweigh their dif-
ferences enough to warrant grouping them together
into a concept of apple.

As a result of classifying something we have never
encountered before (e.g., recognizing an item on dis-
play in a grocery store as an apple), we do not need
to figure out everything about it from scratch. We
can assume that our category knowledge applies
to this instance and a number of important conse-
quences follow. We can access other knowledge that
is connected to the category (e.g. trees, serpents,
gravity, teachers, pies, etc.), we can communicate
to others about it (e.g., “Hey, pass me that apple!”),
we can reason about and predict characteristics that
may not otherwise have been obvious (e.g., it tastes
sweet and offers nutrients), and we can use the cat-
egorization toward further explanation (e.g., some-
one who orders an apple instead of fries is trying
to be healthy). As Murphy (2002) wrote, concepts
are “the glue that holds our mental world together”
because of their role in virtually every cognitive
experience we have.

Philosophers and other theorists have long rea-
soned about how people learn, represent, and use
concepts, but in the latter half of the 20th century,
psychologists began to collect empirical data from
carefully controlled laboratory experiments to test
theories grounded in the information-processing
framework. As in other areas of the field, research
has blossomed through the application of interdisci-
plinary approaches such as computational modeling.
In this chapter, we will review theories, models, and
behavioral data that have helped us to understand
how concepts are acquired and structured.
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4.1 How Concepts Arise from
Experience

It is understood that we do not come into the world
as infants knowing what concepts like fork or athlete
are. The rich knowledge we achieve about natural
concepts comes about at least in part from experi-
encing examples and organizing them into groups
(either on our own or based on what we are told).
But what is the organizing basis that causes individ-
uals or cultures to divide up the world as we do?
What gives concepts their naturalness, their coher-
ence, and their usefulness?

Most work in the field is consistent with the broad
assumption that concepts emerge because the mem-
bers of a category are like each other and different
from other kinds of things. On this view, categories
arise because there are regularities and a natural
order in the world that can be discovered. It does
not take any special work to invent categories—for
example, apples are intrinsically like one another
and unlike non-apples. The physical properties of
objects as experienced through our senses are the
grounding basis for categories. This idea of featural
similarity has been defined in a number of ways,
but it often refers to how many properties or features
are shared (e.g., Tversky, 1977). For example, you
would probably say that a dog is more similar to
a wolf than a peacock in part because a dog and a
wolf both typically have four legs, paws, fur, etc.
while a dog and a peacock share far fewer character-
istics. Another foundational approach to similarity
is based on the geometric distance between items
represented as points in a multidimensional psycho-
logical space (Shepard, 1957, 1987). To understand
this, consider a cube where each interior point repre-
sents a value along each of three spatial dimensions
(length, width, and depth). Shepard proposed that
examples are represented as points in a multidimen-
sional space corresponding to their values on the set
of psychological dimensions along which examples
vary (for example, apples may be defined in terms
of roundness, redness, crunchiness, size, etc.).

When we experience a set of examples that are
importantly alike (or when we are directly told that
they belong to the same category), this experience
invites a process of building up a general-level un-

derstanding that holds across these examples and
supports generalization to new cases. This basis for
category membership can be a set of features or di-
mension values that an item must be similar to—or
it can be a rule that specifies exactly what features
or dimension values are required for membership.
There have been various attempts to describe how
concepts arise from experience, and evaluating the
relative merits of these theories has made up a con-
siderable amount of the work in human category
learning.

4.1.1 Concepts as Abstractions from
the Data

Many theories of categorization assume that as you
encounter examples from a category, you engage
in a process of abstraction. This means that some
detail about an example or collection of examples is
lost and only the most important parts make up your
concept. To understand abstraction, imagine being
asked to draw a picture of your bedroom. Rather
than a precise replica of the room, your picture
would likely be simpler and contain fewer details.
The exact number of dresser drawers, the color of
your bedspread, and maybe even the presence of
certain items might not be included in your draw-
ing because you have either forgotten those details
or don’t consider them to be important. This is a
gist-like representation of a single instance. To form
concepts, the gist is formulated across many exam-
ples (other people’s bedrooms) or at increased levels
of abstraction (different types of rooms, interiors,
physical environments, etc.). There are a number of
ways that categories can be formed as abstractions,
depending on the specific basis for what information
to keep or discard.

4.1.1.1 Abstracting Defining
Features—Classical View

The first possibility considered was that concepts
are formed by abstracting a fundamentally impor-
tant characteristic or set of characteristics that all
examples of a category have in common. For ex-
ample, you may learn over time that to be a grand-
mother, someone must (1) be female and (2) have

56 • Psychology of Human Thought • Chapter 4



Concepts as Abstractions from the Data Levering & Kurtz

grandchildren. As long as someone meets those nec-
essary (they must have these qualities) and sufficient
(having just these qualities is enough) conditions for
membership, they are a grandmother. Because all
that is needed is satisfying some criteria, examples
are either members of the category or not, and no ex-
ample is any better or worse than any other. Acquir-
ing a concept then is a process of gradually learning
the essential properties that something needs to have
in order to be considered a member.

This account of essential or defining properties
has been around so long and was so popular in phi-
losophy that it is often called the classical view
(Smith & Medin, 1981). It wasn’t until the mid-
20th century that philosophers and psychologists
began to take issue with some of its assumptions.
First, it was argued that there are no perfect defini-
tions for categories. Wittgenstein (1953) famously
argued that the concept “game” cannot be defined
by any set of necessary and sufficient properties.
He defended against a number of possible attempts
to do so (e.g., must a game involve competition?
must a game involve winning/losing?) You may
expect these kinds of definitions to be easier for tax-
onomic categories like animal species or chemical
compounds, but it has been exceedingly difficult to
come up with hard and fast definitions even for these

types of categories. If a necessary characteristic of a
dog is that it has four legs, does an animal stop being
a dog if one of its legs is amputated? Objects not
fitting a definition can also sometimes be considered
members of a category. For example, Lupyan (2013)
found that people were willing to call someone a
“grandmother” even if they had no grandchildren.
Second, there are many examples that do not seem
to fit cleanly into one category or another. Medin
(1989) gives an example of rugs, which could be
considered members of the category furniture, but
do not seem to quite belong. Third, we see evidence
of graded structure, meaning that some examples
of a category are seen as better examples of that
category than others. If you were asked to rate a list
of fruit in terms of how typical they were of the cate-
gory fruit, you would probably rate a banana as more
typical than an avocado. This has been found con-
sistently, even for categories thought to be the most
well-defined. For example, Armstrong, Gleitman,
and Gleitman (1983) found that certain examples of
the category even numbers (e.g., 4) were considered
to be better examples than others (e.g., 34). Such
typicality effects are not easily explained by a theory
that assumes examples to be simply in a category or
not.

Figure 4.1: Difference between prototype and exemplar approach to the concept of dog arising from experiencing nine different dogs.
Exemplar theory assumes the concept to be the collection of memories of each instance while prototype theory assumes the
concept to be an abstracted example representing an average on relevant features.
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4.1.1.2 Abstracting a Set of Common
Features—Prototype Approach

In response to criticism of the classical view, a the-
ory arose in philosophy (Wittgenstein, 1953) and
later in psychology (Posner & Keel, 1968; Hamp-
ton, 1993; Smith & Minda, 2001; Rosch & Mervis,
1975) that while we do abstract the most common or
central properties among category members, none
of these properties are necessary or sufficient. In
this set of views, eventually called the prototype
approach, an item can be missing some features
and still be considered a member of the category.
Proponents of this view often think of concepts as
boiling down to a single example, a prototype, that
has the most common characteristics (e.g., has four
legs) or the most common values along relevant di-
mensions (e.g., is 2.5 feet long). In Figure 4.1, the
prototype is the average of the nine dogs experi-
enced, even though that average is not exactly like
any one of the dogs previously seen. In this view,
we develop prototypes for every concept and then a
new instance is classified based on which category’s
prototype it is more similar to. This view is often
thought to better describe natural categories as mem-
bers often share most but not all features, a property
called family resemblance. This view is also con-
sidered more successful at explaining experimental
findings such as unclear category membership (rugs
just don’t have many of the common features of fur-
niture and are far from the category prototype) and
typicality effects (items rated as less typical tend to
possess fewer common features).

4.1.1.3 Abstracting a Boundary

Rather than developing a conceptual representation
that is the center or average of a set of category
members, other researchers have proposed that we
instead update information about the boundaries of a
category (Ashby, 1992; Ashby & Maddox, 1993). If
the goal of concepts is to differentiate between types
of things, perhaps the most important consideration
is the partition line—where one category ends and
another begins. For example, rather than seeing how
similar a new banana is to your prototypes for the
concepts ripe banana and unripe banana, we may

simply use information about the point at which a
banana goes from being classified as unripe to ripe
along one or more dimensions. Knowledge of these
partitions can identify examples of a concept with-
out having to know anything specific about other
examples or common/average features.

4.1.2 Concepts as just the
Data—Exemplar Approach

More recently, a set of theories has centered on the
idea that we do not form abstractions at all but
rather store specific information about examples
themselves (see Figure 4.1). In other words, your
concept of apple is made up of some version of a
memory of every apple you have encountered (or at
least the first or most prominent ones). New apples
are recognized because they are highly similar to
examples that have been thought of as apples before.
In fact, the most successful explanations rely on the
assumption that only the examples most similar to
the new apple have influence on classification.

This exemplar approach (Medin & Schaffer,
1978; Nosofsky, 1984, 1986; Kruschke, 1992) can
explain prototype effects related to typicality and
fuzzy boundaries because examples that are dissim-
ilar to prototypes are also frequently dissimilar to
other examples in the category. Rug and ostrich
would be considered poor examples of their respec-
tive categories because they are not highly similar to
any other piece of furniture or bird. Formal versions
of exemplar theory have been highly successful at
predicting human performance, particularly in cases
where there are not many examples to learn. These
draw upon two main design principles. The first
is that category representations are labeled exem-
plars that serve as reference points for similarity
comparisons. When a new example is experienced,
the model figures out how similar it is to the known
examples it has stored, and bases classification on
the category associated with the closest match. The
second has to do with how similarity is computed. In
the process of looking for particularly close matches,
some dimensions may be treated as more important
than others, a property known as dimensional selec-
tive attention. If we learn that size is useful when
distinguishing between types of dogs, this feature
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should be given more influence than something less
useful like number of legs. Selective attention is typ-
ically thought to happen during encoding (meaning
the number of legs a dog has does not even register)
but could also be applied at the point of making a
decision (the number of legs registers but does not
contribute to the decision of what type of dog it is).
There is plenty of experimental evidence suggesting
that we use selective attention when we are learning
categories, although this tendency does not seem to
be as central to categorization in infants and young
children.

4.1.3 Piecing Together Concepts
Much research in the last 50 years has been directed
at evaluating whether concepts should be thought
of as rules, prototypes, or a collection of exemplars,
and evidence has been found in support of each
account to differing degrees. Given that learning
appears to vary in important ways across people,
situations, and content, the category learning system
could involve multiple processes or systems that in-
voke different underlying mechanisms. In line with
this, several hybrid models have been developed,
each asserting that information from separate sys-
tems is either combined, competes, or that a second
system takes over when a primary system fails. One
class of hybrid models assumes that concepts are
acquired through a combination of learning rules
for membership and storing individual examples
(Erickson & Kruschke, 1998; Nosofsky, Palmeri,
& McKinley, 1994). An approach that emphasizes
separate neurobiological systems makes a strong dis-
tinction between an explicit verbal rule induction
system and an implicit, procedural system (Ashby
& Maddox, 2005). Similarity-based models have
been developed that allow for both abstraction and
exemplar-like effects by letting the model determine
on the fly whether to represent the category with
many clusters (a unique cluster for each item would
be the exemplar approach), with one cluster (pro-
totype view), or with an intermediate number of
clusters (having a set of sub-prototypes to capture
different aspects of the category; Love, Medin, &
Gureckis, 2004). Another highly flexible approach
is based on learning what configurations of feature

values are consistent with each category—this in-
volves no explicit use of rules or reference to specific
exemplars or prototypes (Kurtz, 2007, 2015; see Hot
Topic).

4.1.4 Explaining the Data
The approaches we have considered up to this point
take the data about categories (i.e., the members of a
category) as the direct basis for psychological repre-
sentations of categories. This is most clearly evident
in the exemplar view: the representation of a cate-
gory consists strictly of the stored examples known
to belong to the category. Abstractive accounts are
based on finding a summary representation that cap-
tures the character of the category members without
having to store them all. A rule is a representa-
tion that only requires storing the features that are
necessary and sufficient for determining category
membership. Instead of storing every example, the
learner stores the information that must be true of
each category member. A prototype is a statistical
rather than logical form of summarization—instead
of trying to summarize what is true of each exam-
ple, the idea is to keep track of the central tendency
among the examples. In this way, the nature of the
category is captured by the set of feature values that
are most representative of its members (i.e., storing
a single canonical example –that could be real or
made-up—instead of storing them all).

Are there alternatives to category representations
that use the examples or summaries of the examples
as building blocks? Why might such alternatives
be important? One important consideration is that
the present approach assumes that the available data
(the representations of each example) contains ev-
erything we expect our categories to contain. If that
is so, where do these item representations that are as
semantically rich as our concepts come from? For
example, if our concept of apple is merely a repre-
sentation of physical features, how can that explain
other information about apples like their role in ap-
preciating teachers, avoiding doctors, discovering
gravity, worms, cider, pesticides, bobbing, pies, etc.
This issue becomes more extreme when considering
categories that are even slightly more abstract (e.g.,
bag) where what makes examples similar is a con-
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struction rather than something directly derived from
physical form. A promising proposal that has re-
ceived only limited attention distinguishes between
a core and an identification procedure for concepts
(Miller & Johnson-Laird, 1976; Smith & Medin,
1981). The identification component is perceptually
driven, while the core of the concept includes richly
constructed semantic elements that arise from world
knowledge and the interaction between humans and
their environment.

Also in line with criticisms of similarity- or data-
driven approaches is a theory-driven approach
which considers categorization to be a process of
explanation rather than similarity-based matching
(Murphy & Medin, 1985). In this view, category
representations are grounded in knowledge about
what makes something a member that is not ex-
pressed in the same terms as item representation.
In other words, a stimulus is not a chair because
it has features that closely resemble the features
of known chairs (or a summary of the features of
known chairs); instead, the stimulus is a chair be-
cause the data (our sensory experience) is best ex-
plained in terms of the explanatory principles un-
derlying chairs. What might such principles be?
Researchers have looked to function and origin for
such principles: Does it do what a chair should do?
Was it built to be a chair? Is it used as a chair?

The classic example from Murphy and Medin
(1985) asks how we categorize a fully clothed man
in a pool. The suggestion is that we explain the
available data in terms of the category of drunken-
ness by recognizing how explanatory principles like
reduced coordination/judgment accord with what
we see—it is not that we identify a close feature-by-
feature resemblance between the man in the water
and our prior experience of drunk people. The the-
ory view of categorization provides an important
critique of standard accounts: matching between
stimuli and category representations requires solv-
ing the problem of identifying the “respects” for
similarity—what are the features to compare upon
and with what weights or importances?

In practice, researchers have had little success in
translating this viewpoint into a mechanistic account
of the processes and representations underlying cat-
egorization ability. Even so, much progress in the

field can be seen as offshoots off the influence of the
theory view. For example, an important idea rising
in the field takes the perspective that categories are
best represented as models of the statistical regular-
ities that hold among category members; and the
models are applied to categorize examples through
a process of fitting the data rather than matching it
(see Hot Topic). This resonates with a view that cat-
egories may be best understood in terms of schema
theory as organized generic knowledge structures
that can be activated and instantiated by filling slots
with specific values (see Komatsu, 1992; Rumelhart,
1980). Another approach emphasizes the role of
causal relationships in category learning and repre-
sentation, for example the presence of wings on a
bird and the bird’s ability to fly (cf., Ahn & Kim,
2000; Rehder, 2003).

Murphy and colleagues have extended the impact
of the theory view in a number of ways including
a critique of the way category learning is typically
studied in the laboratory that reinforces limited psy-
chological accounts by excluding the critical role of
prior knowledge about features, concepts, and gen-
eral semantic memory (e.g., Murphy & Allopenna,
1994; Murphy, 2003; Wisniewski & Medin, 1994).
Researchers have also been influenced by the the-
ory view in expanding the problem of categoriza-
tion beyond the ability to classify traditional tax-
onomic categories. There is a diversity of kinds
of categories and a diversity of ways in which cate-
gories are learned and used (Markman & Ross, 2003;
Medin, Lynch, & Solomon, 2000; Kurtz, 2015).

4.2 Modes of Category Learning

While the study of human category learning is ulti-
mately about real-life concepts like athletes or forks,
it is often difficult to answer questions about how
natural categories like these are acquired because
they have already been learned in unique and per-
sonal ways that cannot be easily controlled for. In
order to get around this, cognitive psychologists cre-
ate and teach artificial categories that can be more
precisely controlled. These artificial categories are
made up of members that participants have never
seen before but that possess simpler versions of the
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kinds of features that exist in the real world. Exam-
ples are grouped into categories by researchers, of-
ten according to the same kinds of principles that we
think real categories are grouped by. Participants are
then taught which category each example belongs to,
imitating the process by which we learn about cat-
egories in the real world. What people learn about
the categories can be assessed by having them de-
cide what category some new item is in or by asking
them questions about trained examples (How typi-
cal is this example of its category?), features (What
category is a winged creature most likely to be in?),
or relationships between features (How likely are
winged creatures to have webbed feet?). Specific
aspects of the task (the stimuli, which examples are
in which category, how many categories, etc.) can
be manipulated to see in what way those changes af-
fect how easily categories are learned, what kind of
information is remembered, or how that knowledge
is applied.

4.2.1 Learning Concepts Through
Classification

Most commonly, concept learning is studied through
a supervised category learning (see Figure 4.2), in
which images are presented one at a time and learn-
ers decide which of usually two categories each
belongs to. They are told whether they are right or
wrong (this feedback is what makes the learning con-
sidered supervised) and over time they learn to cor-

rectly assign examples to the appropriate category,
often with high accuracy. More than just memoriz-
ing what category each example is in, learners can
pick up on relevant commonalities and differences
between the categories, just like how we learn about
what tends to be true of dogs and what distinguishes
dogs from coyotes.

It is not hard to come up with real life instances
that align with this kind of learning. For exam-
ple, imagine you see an animal running across your
lawn and think that it is a coyote before your friend
informs you that it is in fact your neighbor’s dog,
Fluffy. Although we can think of cases fitting this
kind of guess-and-correct classification, it is not
likely the only or even primary way we learn. Con-
cepts are most likely acquired through a combination
of many modes of learning, in service of particular
goals. What makes up your concept of dog likely
comes from times in which you knew something
was a dog before you saw it (e.g., your friend invites
you over to meet her new dog), made inferences
about a dog that ended up being true or not (e.g.,
you learn whether or not a dog will play catch), or
learned about dogs incidentally while focusing on
a specific task (e.g., picking out a pet from a pet
store). Sometimes you may not even get feedback
about whether your idea of category membership or
predicted features are correct (e.g., you never find
out whether the animal that ran across the lawn was
a coyote or a dog).

Figure 4.2: Example of one trial of a supervised classification task. The participant views an example and decides which of two
categories it is in before receiving feedback.

Psychology of Human Thought • Chapter 4 • 61



Levering & Kurtz Concepts: Structure and Acquisition

4.2.2 Learning Concepts Through
Inference, Use, and Observation

Research has provided evidence that differences in
the way a concept is learned are important. Of-
tentimes, when a learning task is changed, differ-
ent kinds of information are acquired. For exam-
ple, when participants learn by predicting features
of labeled examples, they often learn more about
the most common features and the relationships be-
tween features (Markman & Ross, 2003; Yamauchi
& Markman, 1998). The fact that certain features
“go together”, or are more typical or central, are as-
pects of the internal structure of categories. Knowl-
edge of internal structure gives us a sense of what is
generally true of a category, sometimes above and
beyond what is necessary to figure out what some-
thing is. For example, the fact that silverware is typi-
cally made of metal may be useful to learn even if it
does not help you determine if something is a spoon
or a fork. In addition to inference learning, inter-
nal structure is also better learned through indirect
learning tasks where organization into categories
helps to accomplish some goal like predicting how
much food animals would eat but categories are not
explicitly learned (Minda & Ross, 2004). It is also
better learn in observational tasks where category
labels are provided before the example is shown,
and guessing is not necessary (Levering & Kurtz,
2015). In essence, task demands during learning in-
fluence what is attended to and what becomes more
central to the representation of a category. When a
task focuses the learner on classification, the learner
focuses on the information that is necessary for clas-
sification but when that focus is removed, more ro-
bust knowledge of internal structure can be acquired.
Because categories in the real world are used for
a multitude of different tasks, developing robust
categories through multiple modes of learning is
essential.

4.2.3 Organizing our Own Concepts

In many cases, we cannot rely on category mem-
bership being explicitly defined for us but rather we
must organize our observations into categories us-
ing our own heuristics. For example, your concept

of music genres (e.g., classical music or hip hop)
has probably not come from listening to carefully la-
beled songs and learning the features associated with
each genre. While some experiences may have been
labeled for you (e.g., you hear a song while listening
to a country radio station), you have largely con-
structed your own organization based on unlabeled
examples. Research into purely unsupervised classi-
fication is often difficult because there are so many
ways that a number of items can be organized. One
common finding emerging from this research is that
when asked to sort items into categories, people tend
to focus on forming rules along single dimensions
(e.g., Medin, Wattenmaker, & Hampson, 1987). For
example, you may decide that any song being sung
with a southern twang is country music and not need
consider any other dimension.

Rather than completely unsupervised, our learn-
ing is often semi-supervised, meaning that we ex-
perience a combination of labeled and unlabeled
examples. Studies on the role of unlabeled exam-
ples (relative to completely supervised learning) has
been mixed, sometimes showing that they are help-
ful, sometimes hurtful, and sometimes having no
effect. Recent research has suggested that labeled
cases are important when categories are highly simi-
lar and therefore category membership is ambiguous.
For example, it would be useful to have some labeled
cases when distinguishing subtle differences in types
of electronic music, but not when learning the broad
difference between classical and punk music (Vong,
Navarro, & Perfors, 2016).

Even when learning about a concept is supervised,
it is sometimes possible for us to decide which exam-
ples we want to learn about and when. For example,
on a trip to the zoo, a child may ask a parent to la-
bel certain unknown examples (“antelope?”) but not
others. This self-directed learning (also known as
active or selective learning) is thought to be more
effective than passive (receptive) learning, particu-
larly when category distinctions are based on simple
rules (Bruner, 1961, Markant & Gureckis, 2014).
Differences in how people learn in these modes can
be simulated in the lab by having one group of par-
ticipants construct or select specific examples to
learn about while another group is either given a
random presentation order or a presentation order
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that matches a participant in the first group (this
is called a yoked design). In these kind of studies,
the participant who made the selection often learns
the categories better despite being exposed to the
exact same examples as their yoked counterparts
(Schwartz, 1966). Possible reasons for this could be
that self-directed learning is more engaging, results
in deeper processing and better memory for exam-
ples, or allows for more focused attention oriented
toward testing specific hypotheses about category
membership (see Gureckis & Markant, 2012, for
more information).

4.3 Kinds of Categories and Their Uses

An important early contribution in the empirical
investigation of category structure was the finding
that categories are organized at different hierarchi-
cal levels that serve different purposes—and specif-
ically that an intermediate level, known as the ba-
sic level of categorization, appears to play a fore-
most role in guiding the way we access and use
categories (Rosch & Mervis, 1975). Very specific
categories (waterbuck antelope) capture tightly knit
knowledge reflecting a large overlap in the features
that each member has. This means that a great
deal can be inferred with high confidence about a
member of such a category. Very broad categories
(mammal) are based on only a few core common
properties that carry a great deal of weight in or-
ganizing knowledge, but do not provide much spe-
cific information about their members. The basic
level (antelope) provides a compromise of reason-
ably high resemblance between members of a sin-
gle category and low resemblance between mem-
bers in different categories. Therefore, the ba-
sic level of categorization may be our most fluid
and task-general way of making sense of everyday
experience. Interestingly, the level of categoriza-
tion that is privileged may not always be the ba-
sic level—instead it varies depending on factors in-
cluding age, domain expertise, cultural norms, and
the goals or tasks for which the category is being
used (see Medin & Atran, 2004; Tanaka & Taylor,
1991).

As discussed above, the theory view suggests that
concepts may not be sufficiently grounded by phys-
ical similarities (see Goldstone, 1994). This may
or may not apply to ordinary entity concepts like
dog and chair, but it has become clear that there are
important kinds of categories that are certainly not
subject to traditional similarity (high levels of match
between features) as an organizing principle.

Barsalou (1983, 1985) demonstrated the existence
and psychological role of ad-hoc categories that are
generated in the moment (i.e., things to take out
of a house in case of fire) as well as more stable
categories that are goal-derived (i.e., things to eat
on a diet). Critically, the members of these cat-
egories lack any traditional featural similarity to
one another but do cohere systematically around
functional ideals or goal-relevant properties (i.e.,
zero-calorie). More broadly, the term relational
has been proposed (Gentner & Kurtz, 2005; Mark-
man & Stillwell, 2001) to describe categories based
on how objects relate to one another within scenes
or situations. For example, an ‘obstacle’ is a cate-
gory that can take nearly any concrete or abstract
form, but that coheres around fulfillment of a re-
lationship wherein one entity blocks the progress
of another. Relational categories are grounded in
structure-mapping theory (Gentner, 1983), which
specifies how the alignment of structured representa-
tions (entities organized by filling roles in relations)
drives psychological similarity. On this view, much
of the meaning that people represent about the world
is more complex than simple objects and requires
specification of what elements relate to other ele-
ments in what. A great deal of empirical evidence
shows that comparison processes (analogy, similar-
ity, metaphor) play a major role in human cognition,
and operate based on a search for identical sets of
connected relationships between cases (see Gentner,
1983). Researchers are pursuing the study of re-
lational categories with an important emphasis on
real-world learning where challenges include mas-
tering foundational concepts in formal instructional
settings and promoting successful use of acquired
knowledge when the context or surface-level form
is not the same (Goldwater & Schalk, 2016; Kurtz
& Honke, 2017; Loewenstein, 2010).
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4.4 Future Directions in Concepts

While scientific progress toward an understanding of
how people learn, represent, and use categories has
been considerable, there remain significant frontiers
and challenges. One is that researchers have found a
number of explanatory principles that do a good job
of accounting for at least some part of the overall
problem, but it is not clear whether the categoriza-
tion system is deeply multi-faceted (i.e., variable
across domains, settings, learners, etc.) or whether
the range of performance characteristics reflects dif-
ferent manifestations of a single universal, highly
flexible mechanism. Another major challenge is
unifying our account of real-world, everyday catego-
rization with advances made using highly artificial
tasks in the laboratory. Lastly, there is an important
need for synthesis and integration of data and theory
from perspectives outside of the core approach that
have produced largely siloed progress. For example,
developmental psychologists have made important

progress in understanding the transitions from in-
fant to child to adult forms of categorization (Carey,
2009; Keil, 1989; Sloutsky, 2010), but there is lim-
ited cross-talk despite the obvious value to be gained.
Similarly, a subset of researchers has focused on
neurobiologically-oriented accounts of categories
and concepts with pockets of impact arising between
the approaches (e.g., Ashby & Maddox, 2005; Barsa-
lou et al., 2003; Tyler & Moss, 2001). In addition, a
set of mathematically-formulated accounts of con-
cept formation seem to exist as a largely independent
enterprise (Feldman, 2000; Pape, Kurtz, & Sayama,
2015; Vigo, 2013). We end by noting an emerg-
ing counter-example: the burgeoning field of ma-
chine learning/data science in which classification
tasks are one of the core problems addressed. In a
promising development, researchers are increasingly
finding value in drawing upon and contributing to
research on learning and representation of categories
in both humans and machines.

Summary

1. Concepts emerge from the discovery of fundamental similarities between category members.
They are the building blocks of thought as they connect perception to memory and allow for
reasoning about unknown properties.

2. Some theorists assert that concepts are abstractions of experienced category members, either
in the form of definitional rules for membership (classical view) or sets of commonalities or
averages that hold in most cases (prototype approach).

3. In contrast to abstraction, some theories assume that concepts are simply stored information
about individual examples that have been associated over time with category labels (exemplar
approach).

4. The theory-driven view focuses on the role of concepts in explanation and considers them to
be embedded in rich theoretical systems of knowledge that inform our determination of what
things are above and beyond how similar features are to previous examples.

5. Concept learning is most studied through a classification task in which examples are dis-
played and guesses followed by feedback result in learners developing knowledge of what
differentiates between members of more than one category.

6. Category learning tasks outside of the traditional classification task (observation, inference,
use) often result in more robust knowledge of the internal structure of a concept.

7. Learning concepts based largely on one’s own organization and in a self-directed way can
result in better learning.
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8. While we can think of categories at many levels, there is evidence of a basic level (e.g., dog)
that is favored over other levels (e.g., mammal or pit bull), perhaps because of its compromise
between generality and specificity.

9. In addition to taxonomic categories, categories can be created on the fly (ad hoc), created
based on relevant tasks (goal-derived), or based on relationships between features (relational
categories).

Review Questions

1. Consider your own everyday concepts of the world introspectively. Which psychological
account of categorization seems most plausible?

2. How would you imagine neuroimaging techniques could be used to address open questions or
debates in the study of categorization?

3. Can you think of a way to resolve the difficulty of studying concept formation in the laboratory
without giving up ecological validity (naturalistic properties of the stimuli, setting, and task)?

4. How do you think concepts change from when examples are first encountered to their mature
state? How do concepts change across the human lifespan?

5. How do you think that changes in how people function in a digital, connected world may alter
the way concepts are learned, represented, and used?

6. What constructs from the psychological study of concepts do you think could be leveraged to
develop artificial intelligence capable of learning and reasoning?

Hot Topic: Categorization as finding the best account of the data

Kimery Levering

Rather than using similarity to reference points, the theory view suggests that
items are categorized based on how well the item’s features are explained by
a category. This notion of “well-explained” can be realized without departing
the realm of data. For example, one could compute the likelihood of an item
having the features that it does if it were a member of a particular category.
This conditional probability is based on knowing how many category members
have each feature (e.g., having spots) versus not. Following Bayes’ Theorem,
instead of using the features to directly predict the category, one uses the
likelihood of dogs having spots (and the other observed features of the target)

to predict how well the category fits the example. If the example has features that occur frequently
among dogs and the category itself is sufficiently common then that is strong evidence of membership.
Anderson (1991) proposed a rational account in which the goal of categorizing is to make the most
accurate possible inferences given the data. In this way, categorization is explained as forming
clusters (neighborhoods) of the items in a domain and then predicting the category based on how
likely each item feature is relative to each cluster combined with the likelihood of the category
within each cluster. Criticisms of this approach include evidence that people make predictions based
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on one assigned category rather than by combining likelihoods arising from each possible category,
evidence that people do not treat category labels as just like any other feature to be predicted,
and the issue that the Bayesian foundations underlying this account implausibly assume feature
independence.

Kenneth Kurtz

Fortunately, there is another way to determine how “well-explained” an item’s
features are relative to a category. Kurtz (2007) proposed that categories
can be understood in terms of: (1) a transformation function instantiated
as a set of synapse-like connection weights between a layer of neuron-like
nodes that encode the input feature values and a “hidden” layer that recodes
the information in an internal learned feature space; and (2) reconstruction
functions that predict what item features are most likely with respect to each
category. The paired functions represent category knowledge in the form of
expectations about what configurations of feature values are consistent with
membership. Error-driven learning adjusts the function pairs to work harmo-
niously for items that belong in each category. When an item is consistent with
these expectations, it passes through the functions relatively unchanged, but

when input feature(s) are inconsistent, the functions yield reconstructive distortion—the expected
features do not match the observed ones. The amount of such distortion indexes the likelihood of
membership. When a cat is evaluated as a dog, the result is a shift toward category expectations
(i.e., bigger size, barking call, greater sociality) and this degree of distortion indicates poor category
fit. A connectionist model called DIVA (see Figure 4.3) based on these principles provides a better
account of human categorization on some critical tests than reference point models (e.g., Conaway
& Kurtz 2017).

Figure 4.3: The structure of the connectionist model DIVA (Kurtz, 2007). In this example, a stimulus (three input features) is
best reconstructed through the dog channel and so the model would classify it as a dog.
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Levering & Kurtz Glossary

Glossary

abstraction The process of filtering out irrelevant
details while preserving the most relevant,
common, or significant parts. 56

basic level of categorization Intermediate level
that provides the most cognitively useful com-
promise between being informative (members
share many common traits) but also generic
(glosses over minor differences). 63

category Collection of objects, people, events, or
ideas in the world that are considered similar
or treated similarly despite differences. 55

classical view Assumes a concept to be the neces-
sary and sufficient conditions for membership
in a category. 57

concept The mental representation of a category
which can take on different forms depending
on which theory is being considered. 55

exemplar approach Assumes a concept to be a
collection of remembered instances that make
up a category, with no abstraction. 58

graded structure When certain members of a cat-
egory are thought to be better examples than
others. 57

prototype approach Assumes a concept to be an
abstracted list or full example consisting of
common/average features that members are
likely (but not required) to have. 58

selective attention A focus of resources on char-
acteristics that are relevant for classification.
58

similarity The extent to which two or more con-
cepts or examples are alike, either through
having shared properties or close proximity
in multidimensional psychological space. 56

supervised category learning Learning about a
category when examples are labeled with
what category they are in either initially or
after a guess. 61

theory-driven approach Assumes a concept to be
based on feature similarity but in service of
and collaboration with knowledge-rich theo-
ries about the world. 60
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