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Jana Keck

How Meaningful are Digital Humanities Projects 
When it Comes to Training Early-Career Scholars in 
Digital Literacy?

Newspapers spread dramatically throughout the nineteenth century in terms of 
sheer numbers of papers, their size, and their influence. This created a global cul-
ture of rapidly circulating information. Fuelled by falling printing costs, new edi-
torial exchanges, steam-driven transport, and telegraphy, newspapers linked cities 
and small towns to a global network. These periodicals became the first big data for 
a mass audience. Large-scale projects digitising historical newspapers run by na-
tional and local libraries and commercial companies have grown exponentially in 
scope, scale and ambition since the 1990s (Terras 2010). In recent years, the mass 
digitisation of these sources has led to new efforts in periodical studies. Technical 
innovations in both hardware and software have inspired scholars to seek collab-
orations with institutions that are digitising material and researchers from com-
puter science who have experience in working with, linking and analysing large 
amounts of data. From 2017 to 2019, I was working as a doctoral researcher in a dig-
ital humanities project titled Oceanic Exchanges: Tracing Global Information Net-
works in Historic Newspaper Repositories, 1840–1914 (Oceanic Exchanges 2017) 
that brought together scholars in computational periodicals research from the US, 
Mexico, Germany, the Netherlands, Finland, and the UK. Large-scale digitised news-
paper repositories from Europe to Australia, from public to private institutions, 
were collected to study how information spread across national and linguistic bor-
ders in the nineteenth century.

‘Information flow’ has historical resonances and contemporary saliency to net-
worked collections of digital materials. The objective of Oceanic Exchanges was to 
figure out how to compare digitised newspapers from different national and local 
repositories that were created using different digitisation software and that follow 
distinct metadata guidelines. In order to detect and study media events in the nine-
teenth century that had a global impact, we needed to develop innovative data mod-
elling, linking and text mining methods. Once we identified these events, we used 
and merged diverse methods from computer science and the humanities, including 
interactive visualisation systems, network analysis, and close reading to examine how 
these events were textualised in different nations and how information that was 
political, scientific, literary, or religious in nature changed through its travel in time 
and space. To find solutions to these research questions, scholars from different ac-
ademic, public, and commercial institutions, and diverse disciplinary, national, and 
linguistic backgrounds, collaborated to develop innovative computational methods 
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for the analysis of big humanities data. Interdisciplinary cooperation fostered the 
development of novel methodological, theoretical, and practical approaches rele-
vant for scholarship in archival studies, transnational history, computational linguis-
tics, and information visualisation. The collaborative efforts between experienced 
and newer-to-their-fields researchers resulted in various project outcomes such as 
datasets, ontologies, algorithms and implementations, documentation, and articles 
that focus on questions about media history, as well as technical, political, and ethi-
cal challenges of digitisation.1

For early-career scholars, doing historical research in the digital age requires 
training in digital literacy. In this article, I want to illustrate how Oceanic Exchanges 
offered an international and inter- or transdisciplinary training environment for 
doctoral researchers to prepare them for career paths in and outside of academia 
in the digital age. This article can be seen as a report, in which I share my own ex-
periences as a doctoral researcher with a background in linguistics and American 
Studies. I will share examples in producing some of the above-listed project out-
comes: from evaluating the interoperability of digital archives to developing an 
interactive visualisation system to analyse the geographical, temporal, and spatial 
dissemination of news. Oceanic Exchanges provided us – and by us, I am referring to 
doctoral researchers from the humanities and computer sciences – with the oppor-
tunity to acquire skills in digital literacy and knowledge about the legal and ethical 
status of digitisation, and to build networks across disciplines and research institu-
tions. By witnessing the operations of large-scale digital research and digitisation 
projects, I not only gained experience in project management, but also increased 
my consciousness of intercultural communication by learning about the different 
political, economic, and social factors that shape digital humanities work in differ-
ent locations. By providing examples of my own research tasks, I want to show how 
Oceanic Exchanges turned into a fruitful learning platform for global perspectives 
on data, code, and tool criticism. These skills seem increasingly relevant in times 
of the digital transformation of society, the disciplines needed to be able to study 
large amounts of digitised or born-digital material, and the influence of algorithms 
in finding information online. Additionally, these collaborations and learned skills 
have encouraged me to consider other career options in research management, 
communication, or environments outside of academia. Being mentored on differ-
ent job opportunities is important in the early-career stage because not every doc-
toral student will receive a professorship in the future, and not everyone aspires 

	 1	 For a current state of the various project outcomes, see: https://oceanicexchanges.org/
outcomes/ (accessed 24/8/2023). Some articles that focus on media history are currently 
under review or will be published soon. One of the reasons for this “delay” is that we 
had to make sure that the novel methodological approaches or innovative tools are first 
published in computational journals in order to support the careers of young scholars, 
before we can use them for the publication in journal of the humanities disciplines.

https://oceanicexchanges.org/outcomes/
https://oceanicexchanges.org/outcomes/
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to such a position.2 To make sure that early-career scholars get the necessary edu-
cation to prepare them for job markets in the digital age, we need to change evalu-
ation and review systems, accept and reward diverse forms of publication within 
disciplines, and normalise inter- and transdisciplinary scholarship. If these mea-
sures do not find wider acceptance and implementation, it will be detrimental es-
pecially to the education of up-and-coming scholars (König 2020).

The digital universe is growing very fast, and the amount of information con-
tained in digital representations of historic newspapers as data is exploding. How 
can early-career scholars receive training in data literacy in the humanities? Work-
ing in Oceanic Exchanges has shown me that one way of learning how to collect, 
manage, evaluate, and apply data in a critical manner (Risdale et al. 2015) is to 
make sure that early-career scholars get directly in touch with institutions that are 
digitising sources. The project gave me the opportunity to work with institutions 
from the following public, private, and public-private sectors: Australia’s Trove, 
the British Newspaper Archive, Chronicling America, Europeana Newspapers, the 
Hemeroteca Nacional Digital de México, the National Library of Finland, the Na-
tional Library of the Netherlands, the National Library of Wales, Aotearoa New 
Zealand’s Papers Past, and Cengage Publishing, one of the leading commercial cus-
todians of digitised newspapers. Bringing together the digitised newspaper repos-
itories of these different institutions resulted in a collection of more than one hun-
dred million newspaper pages. I received information about which technologies 
have been used in different nations to digitise heritage; they told me about their 
own technical, political, or ethical challenges, and what they envision for the future 
of archival studies in a digital age.

To investigate the different national corpora, to explore both historical content 
and modern data storage and linkages, we first had to examine the data structure 
and develop “more nuanced understandings of (digital) archives as both sources 
and subjects of history” (Hausdewell et al. 2020, 146). Digital humanities projects 
do not provide quick results by simply pushing on a button. What I had to learn 
to start with was that one cannot simply use, link, and mine these distinct data 
repositories to ask historical questions about the press system in the nineteenth 
century. When these institutions turned analogue sources into digital representa-
tions, they used very different digitisation programs and different metadata guide-
lines. For this purpose, we had to examine which digitisation software each had 
used, and for which reasons. Additionally, we found out that selection criteria dif-
fer among institutions, and range from prioritising the digitisation of the most vul-
nerable objects to providing a more diverse selection of languages or publication 
locations and offering content from urban and rural places. We documented these 

	 2	 For a similar advocacy of hands-on training in academic collections, see Polly Lohmann: 
Digitising from Scratch, pp. 103–121 in this volume.
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findings in teams.3 Apart from gathering this information for our own research, 
the purpose was to formulate recommendations for the institutions. Even though 
this process was extensive and time-consuming, the development of a shared and 
source-specific ontology for describing the form and content of nineteenth-century 
newspapers is paramount to the future integration and linking of distinct collec-
tions. Bringing together these different findings resulted in an open access guide 
titled The Atlas of Digitised Newspapers and Metadata (Beals et al. 2020). The guide 
brings together the technical and political histories of the individual databases that 
will allow other researchers and institutions insights into their digitisation choices, 
with a deeper look at the language of the digitised newspaper, the variety of news-
paper terminologies, and the metadata inherent in these collections. Oceanic Ex-
changes did not aim to create a totalising research infrastructure, but rather to 
expose the conditions by which researchers can work across collections, helping 
guide similar projects in the future seeking to bridge national collections.

Creating this guide required intensive dialogue between researchers to discuss 
the current state of digital archives and above all their future as democratic knowl-
edge infrastructures. As it turns out, only few digitisers have integrated scholarly 
expertise into their decision-making processes of digitising heritage so far. It seems 
that they only bring in academic researchers when they themselves have identi-
fied them as core users. The Koninklijke Bibliotheck (the National Library of the 
Netherlands) turned out to be the only institution that has established a committee 
of experts from periodical research (Koninklijke Bibliotheck 2008). The German 
Newspaper Portal (Deutsches Zeitungsportal) that is currently being developed as 
a “sub-portal” of the German Digital Library follows the example of developing an 
infrastructure that will meet the demands of scholars. “The initial impulse – and 
funding – to develop a national [German] newspaper portal was given by the schol-
arly community, especially the (Digital) Humanities” (Dinger/Landes 2019). My 
collaboration in Oceanic Exchanges resulted in me being asked to become a mem-
ber of the German Newspaper Portal’s advisory board to provide perspectives as 
an early-career scholar. As members, we give feedback on questions related to the 
quantity and quality of the sources: for example, as a scholar, would you rather 
have access to more newspapers in the digital archive or would you recommend 
that we prioritise steps in improving the quality of digitised sources such as Optical 
Character Recognition (OCR) Post-Correction. Apart from questions about selection 
and quality, they ask questions about the interoperability of the interface: if we 
allow scholars to download sources, which data types should we make available? 
Should we integrate tools for advances searches and analyses? Such efforts not only 
allow me to critically reflect on digital practices, but also give me as an early-career 

	 3	 I am especially grateful to Clemens Neudecker from the State Library of Berlin, who 
taught me about the diverse digitisation programs in Europe and helped me in writing 
data reports of the German-language sources in Oceanic Exchanges.
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scholar an active role in shaping how other scholars collaborate, make discoveries, 
create, communicate, and publish knowledge.

Technical challenges regarding the interoperability of digital archives are not 
only influenced by digital technologies but often shaped by the demands of the end 
users. When I examined the findings of the other digital archives, I gained a differ-
ent picture. According to the majority of the ten data partners, academic research-
ers are not the primary audience for whom these platforms are being created; 
“the general public” is (Hausdewell et al. 2020, 151). Some platforms, for instance, 
trace user behaviour and develop and adapt strategies for information search and 
retrieval accordingly. For scholars, this implies that the way they can access and 
search through digital archives is shaped by the work of software developers and 
archivists as much as it is influenced by the user behaviour of the general public. 
What happens if scholars do not get in touch with such institutions? Key principles 
of sustainability go beyond storage and access strategies. A continuous and mutu-
ally informing dialogue between institutions that are digitising sources and schol-
ars from different disciplines and positions in their career is of critical importance 
to discussing how we can and will “move around” in digital archives. Conversations 
with the other data partners revealed that using digital archives for advanced re-
search remains limited. “Whether in terms of information retrieval possibilities 
or interface design, providers tended to aim for simplicity” (Hausdewell et al. 
2020, 154), and simplicity means that the traditional method of keyword searching 
“is here to stay for the foreseeable future, since the majority of users have been 
habituated to this mode of search” (Hausdewell et al. 2020, 155). As it is difficult, 
time-consuming, and cumbersome, if not impossible, to predict in advance which 
search terms will best identify documents, queries are typically refined through 
testing and sampling. Keyword searching requires the scholar to have prior knowl-
edge and possesses the seemingly contradictory weaknesses of finding too few and 
too many documents. Consequently, there remains no other option to evaluate the 
digitised material other than simply reading it. While these other digital archives 
provide big humanities data, they offer no innovative methods of analysing them. 
“It remains to be seen whether digital archives will continue to support relatively 
prescribed and limited modes of searching, browsing, and viewing newspapers 
alongside more advanced functionalities and what divisions will arise out of differ-
ent funding models” (Hausdewell et al. 2020, 156).

Working on The Atlas and being a member of the advisory board of the German 
Newspaper Portal has shown me that we need to get in touch with these institutions 
to have a voice in what is being digitised and how we can access and study it online. 
The Atlas aims to form the foundation of a wider mapping of collections beyond 
its current North Atlantic and Anglophone-Pacific focus. This continuous process 
is influenced by motivations and decisions about the future inclusion and exclu-
sion of digitised newspapers in digital archives. However, to foster such efforts in 
the future, other forms of publication, such as guides, need to find their place in 
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publication lists. Sustainability means meeting our own needs without compro-
mising the ability of future generations to meet their needs. Conversations about 
digital project sustainability, however, usually address technical aspects such as 
storage, or data formats and their long-term access. What these conversations of-
ten leave out is the social resources needed to guarantee their long-term access and 
use. A documentation, dataset, a tool, or an interface will only be sustainable when 
we make sure that we develop it in a way that means it can be used for further proj-
ects and by other scholars. The digital humanities are not just a service provider for 
humanities scholars who want to have a dataset or analyse a digital archive.

The application of digital methods and tools is not only time-consuming, it re-
quires an adaptation of the way we think about scholarly work, project outcomes, 
and publications in the humanities in the digital age. The media change in the digi-
tal age presupposes that we rethink not only how we interpret sources as data, how 
we search and analyse, but also how we present, publish, and evaluate other forms 
of research output. These activities also presuppose that we offer early-career 
scholars training in digital literacy, and not only in digital humanities departments. 
Such undertakings could range from motivating early-career scholars to contact 
libraries or archives that are digitising material, promote other forms of research 
outputs than publication of peer-reviewed articles in humanities journals, such as 
documentations, datasets or code, articles in computer science journals, and even 
PhD projects that focus primarily on the histories of digitised archives. Using – that 
is, learning to understand – existing software is a form of training. Collectively de-
signing and producing new technology is a challenging, but more productive and 
sustainable process for both the humanities and computer science.

To illustrate why such inter- or transdisciplinary research activities could be 
productive and meaningful, but has so far become problematic for the careers of 
early-career scholars, I want to give an example of a tool that I developed with com-
puter scientists from the field of information visualisation. Interdisciplinary collab-
oration brought to the fore the very dilemma of different practical and strategic 
assumptions about what is considered and valued as an important and relevant 
project outcome in the humanities versus computer science. The specific challenges 
we had when it came to tools was to develop a system that would allow scholars 
in the humanities to study global media events. At the same time, these tools had 
to be cutting-edge in computer science, because they were primarily being devel-
oped by early-career scholars. Developing a novel algorithm in computer science 
does not necessarily mean that that algorithm will be useful for the analysis of his-
torical questions. One of the tools that I collaboratively developed with computer 
scientists to systematically explore datasets of media events and study what infor-
mation spread, how, and how it differed among nations and languages is Lilypads 
(Franke et al. 2020). Interactive visualisation tools like Lilypads are based on an al-
gorithmic transformation of existing data into an interactive visual representation. 
To construct this transformation process, we had to discuss together which data 
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(both textual and numeric) should be visualised to answer such questions about 
information flow in the nineteenth century. Lilypads presents a novel, integrated 
interactive visualisation approach that supports brushing, linking, filtering, and 
drill-down that enable the exchange of ideas, hypotheses, and results with other 
researchers. The dataset used for Lilypads, as illustrated in Fig. 1, covered sources 
from different languages, places, and dates.

It included metadata (i.e. structured data such as newspaper title, place or date 
of publication) and data (i.e. newspaper texts as unstructured data in the form of 
plain text). It allowed distant and close reading approaches to studying data, with 
the aim not of replacing textual evidence with graphs, maps, or trees, but of pro-
viding numerical, textual, and visual representations of data to uncover and model 
new sets of evidence that is difficult to discern at the level of the individual newspa-
per. If users want to read the newspaper article, they can click on one of the news 
items (list on the left side) and open up a new tab to read the text, and also find a 
link to the digital archive. When users click on the link, they get redirected to the 
digital archive where they can examine, for instance, where the news item is em-
bedded in the overall newspaper edition or examine what adjacent articles and 
images.4 Linking such tools to other databases is sustainable because it guarantees 
an effective interplay between different platforms. It also provides scholars with 
the opportunity to examine data in different contexts and representations, from 
scanned images of the newspaper page to a data point in time.

Lilypads should be seen as a multifaceted product: it is a prototype, a tool, a 
method, a non-static dataset, a datasheet, and the result of several people attempt-
ing to advance transdisciplinary research. To develop Lilypads, both the early-career 
scholars from computer science and I received active mentoring by senior scholars 
from other disciplines. Lilypads is now being used to analyse global media events, 
with the findings being transformed into articles for journals in the humanities to 
show how dissemination, disinformation and censorship developed in the nine-
teenth century. Lilypads was presented at the 11th International Conference on In-
formation Visualization Theory and Applications (2020), published in the conference 
proceedings, and even awarded “Best Student Paper”. According to its reviewers, the 
integration of scholars from the humanities as co-authors is pivotal for the evalua-
tion of the usefulness of such tools and its sustainability for future work. However, 
while quality management of cutting-edge research in computer science focuses pri-
marily on algorithms, quality management in the humanities demands the publica-
tion of articles in prestigious peer-reviewed articles. Basically, neither disciplines 
either values or rewards the careful creation and curation of datasets. However, 
this form of research is a highly intellectual process that has to be reflected and 
documented on, and it plays a crucial role in determining what data we analyse. 
Non-printable products such as curated datasets and the well-documented sheets 

	 4	 For a detailed explanation of the interoperability of Lilypads, see Franke et al. (2020).
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that accompany these datasets have not yet become first-priority outcomes for schol-
arly communities in computer science or the humanities. Giving little recognition 
and attention to these forms of publications seems incompatible with the demands 
of funding institutions that are increasingly asking scholars to make their data pub-
licly available by default, rather than on request. This will even become a mandated 
requirement from some funding agencies, such as the German Research Foundation 
(DFG 2020). Such efforts call for innovation, sustainable research data management, 
and sharing, and simultaneously for the acceptance of curated datasets and publica-
tions, models, and tools as genuine accomplishments by all scholarly communities.

There is a tension between innovation and motivation, not just a disinterest. In 
my opinion, if we learn to better appreciate the careful creation and curation of 
datasets, we will reduce the risk of creating highly biased ones. If we want to im-
plement these measures, scholars have to be rewarded for creating computational 
models and publishing them in scientific journals or publishing datasets as much 
as they are for publishing their methodological use of the tool to study the past. 
As the data which play a role in digital humanities are themselves multiform and 
comprised of, among other types, visual, audio, geospatial, temporal, and statistical 
data, we can even say that by studying the digital humanities, early-career scholars 
become meta- or transliterate, and thus able to employ their knowledge, compe-
tencies, and skills in very diverse social and professional domains. The digitisation 
of cultural heritage data, along with the creation of born-digitals, the increasing 
impact of algorithms on the way how we present, analyse and publish knowledge, 
needs to be integrated into critical debates in the humanities, not only the digital 
humanities. Likewise, this presupposes an openness and enhanced understand-
ing about digital data, code, and technological infrastructures. Digital source crit-
icism demands that we understand how data have been encoded, indexed, and 
enriched with metadata. Working in Oceanic Exchanges has given me the oppor-
tunity to analyse data in teams and produce code, tools, datasets and -sheets. Gen-
erating these research products, like establishing guidelines on workflows, apply-
ing project management best practices, and evaluating the interoperability of new 
and existing digital archives, is indispensable in such large-scale projects, but also 
labour-intensive and time-consuming. While my involvement in these research 
outputs is being recognised and rewarded by scholarly communities in computer 
science or archival studies, there are no clear or updated structures for evaluat-
ing these non-traditional forms in the humanities. As Dorothea Salo notes, “[t]he 
present system of humanist scholarly communication relies on print monographs, 
mostly print journals” (Salo 2020, 221). Digital humanists “shoulder the doubled 
research burden of writing” monographs and articles next to their non-textual re-
search products because of “books’ and articles intelligibility as research products 
to tenure and promotion committees” (Salo 2020, 222). These arguments reflect 
wider debates in the digital humanities about considering non-traditional formats. 
In “Data Beyond Vision,” Rebecca Sutton Koeser et al. call upon scholars to ask: 
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“What would it look like to consider non-textual research outputs as first-order 
scholarly work?” (Sutton Koeser et al. 2020).

Adapting to disciplinary changes requires the consideration of non-traditional 
formats. “Until the humanities consciously break the hegemony and path depen-
dency of print,” Salo concludes, “digital humanists will remain alienated from the 
rest of the humanities, preventing the humanities from adopting open processes 
such as data sharing and open-access publishing. In turn, this harms the reach and 
sustainability of the humanities as a whole” (Salo 2020, 215). If the current academic 
system does not adapt its evaluation criteria and educate its early-career scholars 
in digital literacy – data, tool, and interface criticism – it will foster the education of 
a generation that is, on the one hand, unable to critically reflect on and educate stu-
dents about the massive amount of data that we produce on a daily basis, from mails 
to social media posts to the influence of algorithms in shaping public opinion. To il-
lustrate where I consider Oceanic Exchanges to be sustainable or unsustainable by 
using humans as resources, I have shared some experiences that I gained through 
my own activities in the project alongside conceptualising and writing my doctoral 
thesis, planning workshops, conferences and meetings, and mentoring students. 
I have exemplified why I consider tasks such as cooperating with digitisers sustain-
able – because they show scholars work opportunities outside of academia and like-
wise guarantee that they are taking an active part in building digital archives to 
guarantee that their interoperability adheres to the needs of academic researchers.
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